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Abstract

The intention of the research is to understand kboaument classification can be improved
using Wikipedia. A variety of literatures have beewiewed to get a better understanding of the
topic, and to study details of the functions of \pdia and the effect it can have on document
classification. Spoken and written communicationrttfer facilitated our technological
advancement. Starting with the early Greeks, theydopedia emerged as a modern form of
culture and knowledge transmission and has serseghdamportant tool for the collecting and
archiving of knowledge allowing future generatiotise opportunity to build on prior
developments rather than continual rediscovery. gdpmularity of Wikipedia has also grown and
currently (as of October, 2011) ranks fifth in aaleglobal web traffic (“Alexa Top 500 Global
Sites,” n.d.). Web users looking for information amy topic will likely come across a Wikipedia
article fairly quickly. Keeping this in mind we fdb reject H1 = Document classification can be
improved using Wikipedia, H3 = Algorithm models dahe factors that contribute to document
classification, and H6 = the current position doeuinclassification is good. We propose
methods for automatic enrichment of bag of wordgrasentation using knowledge from

Wikipedia.
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CHAPTER 01: INTRODUCTION

The intention of the research is to understand iloeument classification can be
improved using Wikipedia. A variety of literatureave been reviewed to get a better
understanding of the topic, and to study detaittheffunctions of Wikipedia and the effect it can
have on document classification. This chapter stid light on some basic information so the
reader can have a better understanding of somisd&iahe discussion and the conclusion are
clearer. Humans seem to have an innate desireeetito transmit knowledge to future
generations. Such knowledge transmission cleadyelvalutionary benefits as well. Types and
forms of stone tools, for example, demonstratartigact of culture and shared knowledge.
Although the emergence of language cannot be gxaetermined, it clearly coincided with a
long period of technological and cognitive devel@oof early man (Renfrew, Frith &
Malafouris, 2008).

Spoken and written communication further facilithtair technological advancement.
Starting with the early Greeks, the encyclopediamged as a modern form of culture and
knowledge transmission and has served as an inmpaotal for the collecting and archiving of
knowledge allowing future generations the oppottuta build on prior developments rather
than continual rediscovery. The digital age hasdtg@ccelerated our ability to create record and
share knowledge as well as offer new opportunfbesollaboratively constructing knowledge.
Wikipedia is a unique approach that relies on cr@eadrcing knowledge, but while hugely
popular it remains to be seen if this approachreaalt in a legitimate source of authoritative
knowledge or will degenerate into a form of culturdoalism (Arazy, Nov, Patterson, & Yeo,

2011) over who owns the truth.
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Background of theresearch

The encyclopedia has largely been taken for graameldhot greatly studied (Kafker,
1981). Nevertheless, the encyclopedia has comeptesent the pinnacle of general knowledge
transmission and it has become common for schathidren and adults to pick up a volume
when looking for information on a topic. Dating Bdo at least the ancient Greeks, the
encyclopedia has gone through a number of changesnating in the modern, multi-volume,
alphabetically organized sets we see today suteasnglish language Encyclopedia Britannica
or The World Book Encyclopedia. Venerable printyehapedias such as these are now being
challenged by digital encyclopedias that rely amefforts of unnamed volunteers to add, edit
and update content. Currently, the most well-knganeple is Wikipedia which, since its initial
release in 2001, has grown to over 3.7 millioncéet in English and over 20 million articles in
over 280 languages.

The popularity of Wikipedia has also grown and entty (as of October, 2011) ranks
fifth in overall global web traffic (“Alexa Top 50Global Sites,” n.d.). Web users looking for
information on any topic will likely come acros$\ékipedia article fairly quickly. However, the
open approach to editing content and even creagmgarticles, a process in which anyone can
edit nearly any page (some pages are locked as fionevarious reasons), has resulted in a
steady stream of criticism regarding quality, aecyr authority of its authors, susceptibility to
vandalism, and overall legitimacy as a reliablerefce tool. Despite a growing body of
research suggesting that Wikipedia content is gdiyesredible (Chesney, 2006) and not
significantly more erroprone than print encyclopedias (Arazy et al., 2011; Chesney, 2006;

Giles, 2@5; Magnus, 2006; Rajagopalan et al., 2010; Rector, 2008; Rosenzweig, 2006), no

encyclopedia is ever going to be completely freerodrs, but digital encyclopedias have the
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potential to respond much more quickly when mistake found. Shortly after publication of
the Nature study (Giles, 2005) it was reported #tlathe identified errors were fixed (Snow,
2006).

Conversely, an interesting example of the perststexf outright false information in a
print encyclopedia is the story of the so-calledBivn man, or Dawson’s Dawn Man,
reportedly found by Charles Dawson between 19081&1@. Dawson claimed the skull was an
example of a heretofore unknown missing link in lanrevolution that contained a mix of
modern human and primate features. The discovesywidely reported at the time and accounts
of what was later proven to be a hoax remainedi@h y¥enerable resources as the Encyclopedia
Britannica until as recently as 1949enearly 40 years after the initial report (Collison, 1966;
“Glacial Epoch,” 1949; “Sources and authorities for English history,” 1949). Interestingly,
accounts of the hoax are now included in both Bniga (“Piltdown man,” 2002) and Wikipedia
(“Piltdown Man,” n.d.). In a somewhat ironic passagferring to the Piltdown man, the 1922

version of the Encyclopedia Britannica stated,

Resear ch on text categorization

Research on text categorization is recently mofiogn plain text documents to semi-
structured XML documents. The XML mining track (dger and Gallinari, 2007) of the INEX
is pioneering this research using the Wikipedigpusrwhere the categories are non-overlapping
i.e., each document belongs to only one categarg. @ the prominent approaches that are
applied for text categorization is the vector spacelel. The efficiency of this model relies
heavily on the creation of category profiles thasist of features and their weights and the

appropriate selection of similarity measure. Thasdiles are built from the training-set and are
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used in identifying the category of the test docninEeatures that represent the category are
carefully chosen by identifying the term’s distrilaun at various levels of the given document
and category. The most widely used feature weigrgchemes are Term Frequency (TF),
Inverse Document Frequency (IDF) and Document Feqy (DF) which assign the weights
based on the presence of the terms within theipesiategory only (Salton and Buckley,
1988).The categories other than the positive cayetlgovhich the document belongs are called
negative categories. The presence of terms in seghtive categories affects the weight of
features. This factor is considered in definingReevance Frequency (RF) measure (Yang et.
al., 2002 Lan el.al, 2005).

Once the category profiles are built using theueaselection methods, relevance
measure is used to compare the profile of thediestment with the category profiles. The
unknown test document is classified to the catepamng the highest degree of relevance. The
appropriate selection of the relevance measura lgasat impact on the effectiveness of
categorization. Though existing feature selectippraaches make use of the negative category
distribution in creating category profiles, effeely it reduces the importance of features in
positive category alone. These positive featuresested for their presence in the unknown test
document, whose degree of similarity is to be messurhe main drawback in these measures is
that, the closeness of two sets of positive featalene is compared. However, the negative
features which represent the deviation betweentéwiobjects also needs to be considered in
order to come up with a balanced similarity measdence, there is a need for representing both
positive and negative features within the test duoent to be categorized. The Wikipedia XML
documents contain several structural elements asidinks, sections and their titles, tables and

references each having different levels of impargafcach document is an article about a
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particular topic. Our approach makes use of théovespace model for representing the features
in a category. Positive features are split into tategories viz. pure and shared depending on
their contribution to a particular category. Todi#e to identify how document classification can
be improved using Wikipedia file classificationjgtessential to see and understand what

document classification is in detail.

Document classification

The concept of "classification” is used most ofiethe same time and in the value of the
process and within the meaning of the resultunelerstood as a group and as a result that is
received in the scheme. In order to limit the dfasgion process and its outcome documents we

use the two terms:

Classification of documents
Classification of documents is the process of andesind distribution of documents in
classes in order to reflect the relationship betwtdem and the drawing up of the classification

scheme.

Classification
Classification is a system of subordination used aseans of establishing links between
the classes of documents, as well as orientatidmeiin diversity. The structure of the

classification is usually presented as a tablebema.
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I mportance of classification

It is important to keep in mind that classificatisra method of learning. Without it, it is
impossible to study the diversity of types of doeumts, organize them, to establish the
differences between the types of documents availablvarious grounds. A comprehensive
classification reflects the pattern of the docuregrdveals the links between them, helping them
to navigate in any set that serves as a basigderiog in document systems. It is important for
the theory and practice of document communicataivides. To carry out the classification of
documents is especially important to keep in magda minimum, the following provisions:

1. sign by which produce division, called the baséefdivision,
and formed in this concept - the memberghetdivision;

2. the same division should be on the same basis;

3. the sum of all the members of the division showddqual to the total
amount of the dividend concept, i.e. division musiexhaustive, nor failure, nor
redundant divisions are not allowed (thguirements of proportionality);

4. members of the division should mutually to excledeh other's
(the requirements mutually exclusive);

5. Members of the division should be closest to thecept of dividend shall
not be allowed to jump from the next in a seriedivfsion in the distant or above the

underlying (the requirement of continuity).

Process of classification
There are three approaches to the problem of tassification. First, the classification is

not always carried out using a computer. For examplthe ordinary library books are assigned
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subject headings manually by a librarian. Such auabkclassification does not apply in cases
where it is necessary to classify a large numbeloctiments at high speed. Another approach is
to write the rules by which the text can be atti@olito one or another category. For example, one
such rule might look like this: "if the text comigithe words of the derivative and
the equation, then take it to the category of mattes." The specialist, who is familiar with
the subject area and have the skills to write aleggxpression, can make a set of rules, which
are then automatically applied to incoming docurséott their classification. This approach is
better than the last, because the classificationgss is automated, and therefore the number of
documents processed is practically unlimited. Meegothe construction of the rules by hand
can give better classification accuracy than thelmme learning (see below). However, the
creation and maintenance of the rules up to dateefample, to classify the news with the name
of the current president of the country, the appate rule should be changed from time to time)
requires a constant effort specialist.

Finally, the third approach is based on machinmlag. In this approach, a set of rules
or, more generally, the criterion for deciding =attelassifier is calculated automatically from the
training data (in other words, training the class)f Training data - this is some good samples of
documents from each class. In machine learningiremhe need for manual partitioning (the
term means the process of assigning markup docurtess). But the markup is much simpler
task than writing rules. In addition, the markup && made in the ordinary mode of using the
system. For example, e-mail program may be abheaik messages as spam, thus forming a
training set for the classifier - filter unwante@ssages. Thus, the classification of texts based on
machine learning, is an example of supervised iegnvhere the teacher acts as a person, given

a set of classes and mapping out a training set.
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Like any job classification, categorization of dowents can be achieved by way
supervised or unsupervised. Supervised mode, gireedeclements will be used to classify a
document: it may be an index or a dictionary ofdgocorresponding to a particular class and
used to pre-labeled documents. Unsupervised mbigeom the learning phase that will build the
training of the classifier, and its subsequentqranince. The process used in document
classification systems of numerical algorithms. fiest successful are those based on SVM or
of Boosting (based on AdaBoost). Other methodsnoflarity measure (such as cosine
similarity) or probabilistic (the naive Bayesiaassifiers) can also be implemented. This is used
in the most efficient systems — a combination eksal classification systems by counting up a

voting method.

Research Aim
The aim of the research is to understand how dootolassification can be improved

using knowledge from Wikipedia.

Resear ch Objectives

The objectives of the research are mentioned below.

1. To identify how document classification can be ioyad
using Wikipedia.
2. To identify the factors that contribute to documelassification.

3. The current position document classification.
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Resear ch Questions

The research will aim at trying to answer the failog questions.

1. How can document classification can be improvedgi$Vikipedia.
2. What are the factors that contribute to documeagssfication.
3. What is the current position document classifigatio

Hypothesis
H, = Document classification can be improved usingijgédia.
H, = Document classification cannot be improved usWikipedia.
Hs = Algorithm models are the factors that contribiatelocument classification.
H4 = Algorithm models are the factors that do nottdbote to document classification.
Hs = the current position document classificationasmp

Hs = the current position document classificatiogesd.
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CHAPTER 02: LITERATURE REVIEW

A number of literature was reviewed to understamdlidentify different factors in which
Wikipedia can influence document classificatione Topics in Wikipedia documents are
discussed in different sections. Terms that arkilbliged along different structural elements
across different documents tend to contribute nmeecategory than terms which are limited to
a specific structural element alone. We definec®tmal Term Frequency (STF) for a particular
document as a combination of Term Frequency (TB)Structural Frequency (SF). Term
Frequency calculates the number of times the texars in a document irrespective of the
nature of the distribution within structural elerterrhe presence of features in large number of
sections and titles within a document implies tighér contributing power. Hence, TF is

incremented by SF which is the number of sectiouktiles the term appears.

M ean Free Path Based Categorization

Motivated by the Collision Theory, the researchresf the effective collision score by
considering three types of collisions in the testuiment viz. Free-Free transition, Free-Bound
transition and Bound-Bound transition as shownguation (5). For each category, we have
identified the features that are shared among otbgative categories. Features whose weights
are higher in the positive category compared toddrifie negative categories and features that
are unigue to a particular category combine to forenPure Feature Set (PFS). The rest of the
positive features are grouped in Shared FeaturéSF&). The set of terms that are not in the
positive and shared feature set, but are uniqtigetoespective negative categories are grouped

as Negative Feature Set (NFS).
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Free-Free transition results in the energy gairtferparticular electron under
consideration, as it absorbs the photon with witighteracts. We have mapped this with
successive positive feature transitions. When tesitive features either from the PFS or SFS
form a chain, it reflects higher relevance towat#spositive category. This fact is reflected in
equation (5) by giving higher weight to Free-Fremsition chains. However, Bound-Bound
chains do not contribute heavily as the featureahénNFS are not confined to a particular
negative category alone. As a result of a collistbe feature having the higher weight gains
more weight according to the weight of the neadmynt We have used exponential growth
function for applying the feature gain for eachsigion. Free-Free transitions are calculated
until a negative feature is encountered. The featgights are mapped with the energy of
electrons. The positions of features where thesttiam occurs between positive and negative
features are used in calculating Free-Bound tiansitvhereas the negative to negative feature
transition is identified as Bound-Bound transitiénee-Bound transitions are considered as
positive or negative depending on the type of dagure gain. Bellow is equation five for
reference.

(n—1) Y-, Free — Free Feature Gain

Free — Free transition = -
Mean Distance

Data Quality

Data quality assessment is widely mentioned inditee as one of the most important
uses of provenance. Ceruti et al. even argue tbatgutational quality model should be an
integral part of a provenance framework. Lynch adwes the integration of trust and
provenance into information retrieval systems lmésinot discuss how provenance can be used.

Li Ding et al. argue that the “where”, “who”, “whysrovenance are crucial for determining the
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trustworthiness of messages; however, they only develop metrics based on who-provenance (i.e.,
the creator of data). The research conducted byaRdXHuang introduces knowledge
provenance to create an approach to determiningrigm and validity of web information. In
addition to using who-provenance to determine daliaity, the researchers also consider
information dependency when accounting for thetivaghiness of derived propositions and
temporal factors when the truth value of web prapws may change over time. Prat and
Madnick proposed a framework for estimating thedwalbility of Wikipedia data based on
provenance. They adopted a metric developed by&adt al. for determining the temporal
believability of data based on provenance infororatiuch as when the data is created. They
also developed measures for deriving the belieiglof output data from that of its inputs based

on data quality research.

Audit Trail

Various e-science applications track data provemamthe form of a workflow for
scientists to verify the correctness of their owpeximent, or to review the correctness of their
peers’ work. However, there is only one significatutdy that proposes a systematic approach to
validating e-science experiments using provenadvdes et al. developed a system for
performing workflow validation based on provenarfecording to, each workflow consists of a
list of activities, and the details of these atidg are recorded as provenance information in the
provenance store. The system performs semantionggsover the properties of each activity to
determine the validity of each activity. If all adgties are proved to be valid, then the experiment

is valid.
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Replication Recipes

Zhao et al. call all the aspects of the procedungorkflow used to create a data object
the “recipe” for creating that data. Obviouslyisipossible to repeat the data creation or
transformation if the provenance is detailed enouigh precise information on each activity
carried, the parameters of the activity, and désgsassed to the activity. The derivation may be
repeated to maintain the currency of derived ddtentthen source data changes or if the
processing modules were modified. According ta;Kireg data lineage is related to the well-
known view update problem. When data in one dathbes views derived from underlying
source tables, data provenance enables the usdentdy the source of the data and update it

when the source data changes.

Attribution

Although there is no significant research thatlesn conducted specifically on this
application of data provenance, it has been webgrized that “a chain of owners” is an
important part of data provenance. Users can ifyethe creator or owner of data and verify it's
copyright. Also, data provenance acts as one fdraitation when publishing scientific datasets

to public databases such as GenBank and SWISS-PROT.

Analysis

We focus our analysis on data quality, since sicguift research has been conducted on
using provenance to evaluate data. Data qualdaywell established research field. Previous
research on data provenance such as developetyquatiel framework by identifying various

data quality dimensions such as data accuracygrmeyy believability, etc. Many of these
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dimensions such as currency and believability ael@ed to provenance. Prat and Madnick
developed a framework of data believability baseexisting data quality research and define
some quality metrics using bits and pieces of pnamee information. Although preliminary and
not comprehensive enough, this research pointa pudmising direction for future research. It is
necessary to develop a framework for mapping varaspects of provenance (e.g. the source of
data or the time of data creation) to relevantigudimensions and design a methodology for

determining data quality based on data provenanaesystematic way.

Developing softwar e tools

In recent years, a lot of effort has been devatedkweloping software tools that enable
the capture and representation of data provendinese efforts are concentrated on scientific
workflows. For instance, the Karma provenance fraor& provides a means to collect
workflow, process and the provenance of data gésdfeom scientific workflows. Early
workflow systems (e.g., Taverna and Kepler) hage Akeen extended to capture provenance.
However, the existing software systems are pragmyetelying on their own provenance models
that differ in many ways. As discussed previougigvenance is becoming increasingly more
important as new technologies such as Grids andseefices have enabled people to engage in
large-scale collaborative projects and share langeunts of data across organizational and
system boundaries. Data sharing demands the sharitsgprovenance. However, the existing
provenance systems that rely on application-spegifivenance models have made the
exchange and sharing of data provenance diffichk. W7 model provides a standardization of
the provenance semantics and thus helps tackiatdreperability issue among provenance

models. It has been shown that it is possible terekthe W7 model to capture diverse domain-
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specific provenance requirements. Study of Rantdgielore than a generic ontology of
provenance. A PROvenance Management System (PR@&ES)eveloped, so that people in
different domains can adopt and adapt to build domatologies based on the W7 model. It also

provides functions for storing, browsing and quegytlata provenance.

Tertiary Source

As a tertiary source, encyclopedias in generalctbel called “irrelevant and misleading”
but for the fact that their authors are trustetiasng seen or studied firsthand the material about
which they write. In other words, encyclopediasaseepted as legitimate sources of
information largely because they have shown therasdb be useful and accurate over time and
have developed a level of trust in their authodgpes, creation and publication. The example of
the Piltdown man, however, should cast some doudat the tendency toward unfailing belief in
the printed word and encyclopedic knowledge inipaldr. Of course, such extreme examples
are rare. One of the more important differencewéen traditional encyclopedias, such as
Britannica, and a collaborative, digital encyclopeslich as Wikipedia is the issue of authorship.
Modern encyclopedias exercise great control oweethitorial process and use highly qualified
and vetted authors that results in generally atewad authoritative information and is largely
the reason they have become well accepted an@drastirces, but this process also ensures a
fairly slow development of content (Cross, 2006).

Following this tradition, Wikipedia also began ugionly expert authors. Originally
called Nupedia, its articles were to be writtergionalified and vetted authors and subjected to a
high level of oversight. This ultimately provedlde a failure and Wikipedia, as it came to be

called, achieved very rapid evolution and expanbiallowing anyone to generate and edit
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articles — a change that opened the door to ami@ver the lack of authority and quality control
and contributed to the departure of cofounder L&apger (Sanger, 2004) and his later develop
of Citizendium, a wiki-based encyclopedia that iesgicontributors to use their real name and
employs a high degree of oversight similar to Nugedriginal intent (Rosenzweig, 2006). A
few highly publicized incidents such as the clamattformer USA Today Editor John
Seigenthaler Sr. was connected with the assassnsati President John F. Kennedy and Senator
Robert F. Kennedy (Helm, 2005; Seigenthaler, 2005; Survey, 2006) helped fuel criticism and
increase awareness of the issue among the largéc.pu

Despite these concerns, anecdotal evidence suggedtsn users of Wikipedia generally
find the content to be accurate, in-depth and esabiggesting the model of self-governance and
collaboratively constructed information is, to soextent, effective. Nevertheless, the question
of authorship and article quality or overall legiticy will undoubtedly remain as long as
Wikipedia continues to operate as an open platfdimese issues, coupled with Wikipedia’'s ease
of access and frequent use by students, which @asiddapply to web content in general, has
caused some concern among educators who feelat sn appropriate educational tool —
particularly for students who may lack sufficiemickground knowledge and sophistication to
discern between accurate and inaccurate informa®oar to the Internet, there was less need to
teach students how to determine if information Veg#timate. Printed materials, which are
subjected to an editorial process and peer reviane generally considered reliable sources of
information. The rapid growth of the Internet, hawe has created new issues. Web content
does not go through the editorial process to whmbks, magazines and newspapers are not
subjected, nor are it reviewed and filtered bydians or teachers before being accessible to

students.
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European Network on Information Literacy

European Network in Information Literacy was estdi®d in 2001 with the goal of
educating an information literate public. The idé@pening a European discourse on
Information Literacy emerged from an initiativeWSA (Presidential Committee on Information
Literacy, commissioned in 1989). According to tloalg of the committee, “it is important to be
information literate, a person must be able to gacxe when information is needed and have the
ability to locate, evaluate, and use effectively tieeded information” (American Library
Association, 1989). It was not long before the riné¢ and the availability of web-based content
gave new urgency to these words. The rapid groiifeb accessible information and the need
to be able to efficiently find it gave rise to coamges such as Google and their “mission to
organize a seemingly infinite amount of informatmmthe web” (Google, n.d.). Pringle (2009)
noted “the Net is an astonishing boon to humagg#ghering up and concentrating information
and ideas that were once scattered so broadly @tbenvorld that hardly anyone could profit
from them.” However, the process of gathering umeoentrating and organizing content simply
assists in location and tells one nothing abouttidreor not such content is legitimate or
accurate.

Jimmy Wales, founder of Wikipedia, had a differgoal — “a world in which every
single person is given free access to the sunl biadan knowledge” (as quoted in Lih, 2009).
Although not specifically addressed in Wales’ comm#he “sum of human knowledge” would
necessarily, one would assume, need to be legéiarad reliable information. Early efforts to
use qualified and vetted authors were unsuccessful (Lih, 2009; Rosenzweig, 2006) and in order

to accomplish their goal, Wikipedia adopted an opaiting process that allowed anyone to



Using Knowledge from Wikipedia 18

participate. While this decision proved to be hygsiiccessful with Wikipedia growing from just
a few hundred articles in 2001 to over 3.7 millmn2011 and 50 times the size of the next
largest English language encyclopedia (“Wikipe@iae comparisons,” n.d.) it also gave rise to
concerns over the accuracy, authority, and ovigitimacy of the content. I initially had my
own concerns over the use of Wikipedia in acadeinates, but, as | watched it grow and found
myself using it more and more, | realized that stud needed to learn to determine the
legitimacy of Wikipedia content, and web contengemeral, for themselves — particularly
because it was clear they were using it more ang.mo

| have observed that students’ approach to webebamatent, including Wikipedia, often
paralleled Freire’s (2000) model in that they safeimation as external and disconnected from
themselves, the words of apparent experts thatlawatl should not, be questioned. This is
undoubtedly due, in part, to the banking modeli(€je2000) of education that has as its focus
the filling of students’ heads with facts of thenddfor later withdrawal — often in the form of a
test of their memory and retrieval skills. The gitiahl and critical approach to learning has
often been overlooked. However, as Temple (200Bjtpout, “only those whose critical
faculties have been nurtured, through dialogue atheuissues that matter in their lives, develop
critical consciousness” (p. 16). Wikipedia actualffers a unique opportunity to teach students
to doubt, question, analyze and explore the legityrof apparent factual claims and encourage
their development of critical literacy and criticansciousness. Drawing on an idea presented by
Harouni (2009), | created an online poll, askingpandents to select an article in Wikipedia
about which they felt they already knew somethingansidered themselves an expert and then
read the article taking note of anything they fotimat they did not agree with or trust. They then

had to verify whether or not this suspect inforrmatin Wikipedia was correct.
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There was one respondent who was reading an astidlee Denver Broncos football
team and felt the information regarding the Bronaoly having two NFL Hall of Fame
members was surely wrong. In order to verify hispstion he went to the source of the
information — the National Football Hall of Famee Hiscovered much to his dismay, that at that
time (early 2011) the Denver Broncos did in factéhanly two Hall of Fame members. Others
discovered that the origin of the Australian Sheghe convoluted and may have little to do with
Australia or that the manner of Hitler’'s deathriglispute and relies somewhat on whose
testimony you chose to believe. This type of redearas played out over and over as
respondents identified suspicious informationgast to them, and then went through the
process of verifying it. The results were illuminat Most respondents commented that they
were surprised to find that “Wikipedia is usualight” and wondered why they had been
repeatedly told by educators that it was not rédiab

Others noted that while the information was notng,at was often incomplete or had
simplified a more complex issue, such as the omgitne Australian Shepherd, into a sentence or
two that obscured a deeper issue. Perhaps duaite gepersuation by former instructors on the
evils of Wikipedia, a few respondets continued &intain that Wikipedia was often wrong and
full of errors. Further questioning, however, shdwleat these respondents tended to hold on to
misconceptions or were unsuccessful in findingralieve sources of information and chose to
simply believe themselves correct. While such dketare interesting, they do not provide any
assurances needed regarding the overall legitimB@yikipedia and other web based content
nor do they fully develop the skills necessarydorinformation literate society. It is also
important to remember that Wikipedia is only onareple, even though large and popular, of

collaboratively constructed knowledge. Wikis exitover the web for a variety of purposes and
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educators are finding the collaborative naturénefwiki a powerful educational tool that
supports the development of 21st Century Skilltuitiog communication, collaboration,
problem solving, critical thinking, knowledge consdtion, and participation in a global
community (International Society for TechnologyEducation, 2007). In my own experience,

wikis have proven to be a unique educational tool.

Collabor ative nature

The collaborative nature of the wiki allows anyaa&ontribute to a single shared
database. Furthermore, the wiki is not a statiiglsiuse product but a living document that can
be added to each year while preserving data froon pears. As this collection of data grows,
users can perform different types of analyses déipgron their information needs. Wikis are
also used to share information on any number a¥iddal topics or projects. Software projects
often offer some sort of online documentation feens and the wiki is a perfect tool for both

developing the documentation and providing access.

History of the Encyclopedia

According to the Encyclopedia Britannica (2002 term “encyclopedia” comes from
the Greek words enkyklios paideia meaning well-dmchor general education, or the circle of
learning (Kister, 1994; Kogan, 1958), and the modern encyclopedia is a realization of this
implied intent (Collison, 1966) — a book or collect of volumes that “contains information on
all branches of knowledge” (“Encyclopedia,” 200@), as Thoreau (1910) put it, “an abstract of
human knowledge” (p. 195). In his Naturalis Hiséofr9 CE), Pliny the Elder used these words

to describe the ewent of his work as containing the circle of Greek learning (Kogan, 1958;
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Stockwell, 2000). Stockwell contends that it wasunttil 1531 when these two words were
combined in the term “encyclopedia” by Sir Thom&goEin his Bok of the Governor, or,
according to Kister (1994) in the title of the lratvork Encyclopedia: seu, Orbis Disciplinarium,
tam Sacrarum quam Prophanum Epistemon publish&B5a by Paul Scalich. Despite their long
history, dating back at least to the fourth cenBu@. (see Collison, 1966 for an extensive
chronology), and importance, Thorndike suggesteg #re “the most important monuments of
the history of science and civilization” (1924,cited in Kafker, 1981), the encyclopedia has not
been greatly studied (Kafker, 1981).

Nevertheless, the encyclopedia has a rich histating back to the ancient Greeks.
Collison (1966) considered Plato to be the fatlieghe encyclopedia. Although Plato never
wrote an encyclopedia himself, he was the founfiénte@Academy of Athens and was also uncle
and mentor to Speusippos who did compile an enpgdlia based on the teaching of Plato to use
in his own teaching. One of the earliest knownnafts at creating a vast compendium of
knowledge is the Naturalis Historia of Pliny thel&il (77 C.E.). His thirty-seven books
attempted to cover the known natural world andudetl over 2,500 chapters on topics such as
“geography, physiology, zoology, botany, and mewdti(Kister, 1994, p. 5), and, similar to the
modern encyclopedia, compiled information from tiWwousand works and over four hundred
authors (Kogan, 1958; Lih, 2009). The Chinese T’ ai P’ing Yu Tan, published in the tenth century,
is generally considered the first modern encyclagp@dogan, 1958). The first work to be titled
“Cyclopaedia” was compiled in 1541 by Ringelberg{&n, 1958). The father of the modern
encyclopedia, however, is probably Ephraim Chamiis published the two volumes

Cyclopaedia: or, An Universal Dictionary of Artsch8ciences in London in 1728 which



Using Knowledge from Wikipedia 22

introduced now common elements such as alphabeatiaigement and included a system of
cross-references (Kogan, 19%8h, 2009).

The most comprehensive early encyclopedia was Witddly Diderot’s much larger,
eventually comprising 28 volumes, French Encyclagpedblished between 1751 and 1772.
Originally intended as a translation of ChamberyglGpaedia, it abandoned the impartial and
objective (Kister, 1994) point of view and focussiraring general knowledge of earlier (and
later) encyclopedic efforts, and instead preseitgeown point of view and even commentary on
the state of France and Europe which resultedé@mgits at censorship, confiscation by police,
orders to have copies burned, and Diderot evegthalling to work in secret in order to finish
(Kogan, 1958). The first truly comprehensive Erglsnguage work is generally considered to
be The Encyclopedia Britannica originally publishedveekly installments beginning in 1768
(“Encyclopedia,” 2002; Kister, 1994; Kogan, 1958; Lih, 2009) and repeatedly in fourteen

subsequent editions — the most recent of whichpuasished in 2002.

Encyclopedia Britannica

Encyclopedia Britannica claims that it has “evolweid the largest and most
comprehensive general encyclopedia in the Englisguage (“Encyclopedia,” 2002). Despite
their attempt at being a general work of knowlefigecommon people (“Encyclopedia,” 2002)
and “accessible, both physically and intellectyathystudents and other users in as fair, accurate,
and precise a manner as possible” (Kister, 1993),ghe encyclopedia has not been readily
accessible to average users due to its rather $srgeand expense (Kogan, 1958). In 1938, H. G.
Wells, in arguing for a world encyclopedia pointad that encyclopedias had largely been

reserved for only an elite minority. Even todayenssgenerally have to visit a local public or
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school library to use an up-to-date encyclopedihil&®\hewer encyclopedias, such as The World
Book Encyclopedia first published in 1917, attendptie be more family oriented, using glossy
pages and color illustrations, the encyclopedianea®r become a common addition to home
libraries (Lih, 2009). Furthermore, due to contilyiavolving content, anyone who manages to
purchase an encyclopedia will also fihdit expensive investment increasingly out of date; a
problem which likely limits the number of non-irtstional owners.

Although Wells did not specifically mention an aleaic encyclopedia, shortly
thereafter, Vannevar Bush (1945) proposed whatwelyhave been the precursor to hypertext
and digital content. In laying out the foundatidrhid Memex, Bush focused on the power of
“associative indexing... whereby any item may hesed at will to select immediately and
automatically another.” Ultimately, he envisionédttthe Memex would give rise to “wholly
new forms of encyclopedias.” While the Memex nesaaw the light of day, the advent of the
personal computer did give rise to new forms ofyetupedias stored on optical media. In 1993
Microsoft Corporation released Encarta on CD-ROMilé&/not overly impressive, copies were
often included for free in the purchase of new cotep it was often sufficient for home users
(Lih, 2009). For the first time, average home u$ed ready access to encyclopedic content.
Microsoft continued to improve its product and Bnihica released their own electronic version
in 1994 — for $995 (Lih, 2009). The rapid growthtloé Internet, however, began to undermine
the usefulness of CD-ROM-based encyclopedias -cedlyebecause all major players were
moving toward online, subscription-based conteaek®rs of information, however, found that a
quick search of the Internet was becoming an effec¢ool for finding information and was

cheaper and even faster than loading a CD-ROMttingeup a subscription.
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Unfortunately, such ease of access was putting werdds with credible and legitimate
information. The Internet may have become the altenwealization of Bush's Memex, but
instead of being deliberately filled with the colied works of humanity it was largely a
playground in which anyone could post anythingrat tame without any sort of editorial or peer
oversight. By 2000, the Internet was a wellsprihghtormation but with increasingly divergent
and competing purposes. However, in 2001, the adfanikipedia began to change the
landscape of information seeking on the Internekip®&dia might be considered a necessary
outcome of technological progression. Individuaistrsas Bush, McLuhan, and Wells all hinted
at various capabilities that have combined in trenfof a large, collaborative collection of
human understanding. One wonders if Wales had egurb Wikipedia if someone else
eventually would have begun something similar. MiEsiple know Wikipedia by what it is
today — a vast, free, online encyclopedia freebeasible and editable by anyone (see figure 2).
However, that is not how it started. In his boolke Mikipedia Revolution: How a Bunch of
Nobodies Created the World's Greatest Encyclop&ta2009) details how this came to be.
According to Lih, Wikipedia began as a very tighthyntrolled project called Nupedia. Unlike its
successor, Nupedia had a very convoluted proceadiole development.

While the initial project did rely on volunteer®i the start, in order to maintain
integrity, authors and editors had to be carefudlited and either hold a doctorate or otherwise
be a recognized expert in their field, and eadilarnivould go through a lengthy seven-step
process to ensure integrity. The process, howeveved to be too time consuming with only
tens of articles produced in the first year (Rosenzweig, 2006; Lih, 2009). Wikipedia was made
possible largely due the work of Cunningham (Leu€8nningham, 2001) who developed the

idea and implementation of wiki software which laled the wikiwikiweb from the Hawaiian
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word wiki meaning fast (Kane & Fichman, 2009; Lih, 2009). Simply put, a wiki is a website that
can be edited by anyone (Kane & Fichman, 2009heércase of one that does not require
registration, or only by members of a particulakivar community. The initial iteration of
wikiwikiweb was released in March of 1995.3 Walesd ao-developer Sanger eventually
became aware of the wiki software and in an atteémptcelerate the slow pace of article
development on Nupedia set up a variation of tigiral wiki software called UseModWiki

which ran on a web server in January 2001.

Editing process

Although it generated interest, it also was cid for its open editing process that was
counter to the initial intent of Nupedia and a wéskr it was moved to wikipedia.com to
continue the experiment. At that time it was stden as part of the Nupedia project and articles
developed there were to eventually be moved to Niap@ih, 2009). While ultimately a failure,
the founding principles of Nupedia survived andnudttely gave rise to what is easily the world's
largest encyclopedia (Rosenzweig, 2006). Nupedik its name from the GNU Manifesto
written by Richard Stallman in 1985. The manifdaid out the ground work for the free
software movement which had at its core the iddeeeidom, that software users had the
freedom to examine, modify and redistribute sofearsuit their needs. An important element
of the GNU manifesto was that users not only hadight to redistribute software, they had the
obligation to share back their changes and couldestrict the rights of future users to also
examine, modify and redistribute (Stallman, 198%ese principals are at the core of Wikipedia

which encourages users to modify and redistribateent.
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Wikipedia has grown to be one of the most poputas ©n the web. Worldwide,
according to Alexa statistics October, 2011) tfih finost Wikipedia has ranked as high as media
tools continue to grow popular sites as the intsrekInternet users are continually in flux. It is
likely that Wikipedia will continue to be a hightsafficked site. As evidenced by its high
ranking, top search positions as well as top pwsstin global traffic, it is not surprising that
current growth is relatively low as a large peregetof Internet users are already visiting
Wikipedia. Additionally, Wikipedia’s article courbntinues to grow as well and currently
contains over 3.7 million articles in English ala@ 20 million, as of November 2011, in all
languages combined (“Wikipedia:Size comparisongy’)nSimilar to traffic patterns, article
growth rates have fallen off in the past couplgexrs after exponential growth between 2005
and 2010 when it grew from approximately 500,006uer 3 million (“History of Wikipedia,”

n.d.). This is likely due to the decreasing numifgvotential topics yet to be included.

Resear ch on Wikipedia

Despite its popularity, Wikipedia receives a steatiigam of criticism regarding its
overall reliability and credibility (Emigh and Herring, 2005; Giles, 2005; Rector, 2008;
Rosenzweig, 2006). Not surprisingly, former Britenaneditor-in-chief Robert McHenry has
been a vocal critic focusing on the open editingcpss that ensures constant change but no
guarantee of improvement and places more importandeing free than it does on being
reliable. He states, somewhat humorously, the whervisits Wikipedia to learn about some
subject, to confirm some matter of fact, is ratihethe position of a visitor to a public restroom.
It may be obviously dirty, so that he knows to eis great care, or it may seem fairly clean, so

that he may be mitigated into a false sense ofrggcWhat he certainly does not know is who
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has used the facilities before him. (McHenry, 2004 of the most widely reported events that
called Wikipedia into question was the creatiom diography linking former USA Today Editor
John Seigenthaler Sr. with the assassinationsesid®nt John F. Kennedy and Senator Robert F.
Kennedy (Helm, 200%urvey, 2006).

Seigenthaler (2005) himself denounced the enttingtél have no idea whose sick mind
conceived the false, malicious ‘biography’ that egmed under my name for 132 days on
Wikipedia, the popular, online, free encyclopedizoge authors are unknown and virtually
untraceable.” Wikipedia does not ignore such camcand criticisms and even maintains an
article on its own reliability (“Reliability of Wikpedia,” n.d.). However, Wikipedia has achieved
its phenomenal growth primarily because it opengdsieditorial process to anyone and it now
has approximately 3.7 million articles in Englishtten by anonymous authors compared to
Encyclopedia Britannica's 65,000 articles in panL20,000 articles online (Berinstein, 2006)
written by their 4,800 worldwide, paid contributdescording to Tom Panelas, director of
corporate communications at Britannica as quotdgkinnstein, 2006). Despite criticisms, there
have been a number of studies suggesting that ¥dkags fairly reliable. The often cited study
in Nature (Giles, 2005), found errors in Britanngzad Wikipedia. Their review of 42 science
articles by content experts found only eight sesietrors, defined as misrepresentations of
important concepts, which were evenly split amoathWikipedia and Britannica. The study
also found 162 factual errors or misleading statemim the Wikipedia articles and 123 in
Britannica or an average of four in each Wikipealigcle and three for Britannica - a difference
they described as “not particularly great” (Gil28p5).

However, Internet skeptic and author of The Shatowhat the Internet is Doing to Our

Brains, Carr (2006) noted that a more in-depthaw\of the study showed that it “probably
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exaggerated Wikipedia's overall quality consideydliturthermore, after conducting his own
review of the study, Carr summed it up consequetitiyou were to state the conclusion of the
Nature survey accurately, then, the most you csaldis something like this: “If you only look
at scientific topics, if you ignore the structurealarity of the writing, and if you treat all
inaccuracies as equivalent, then you would stilll fihat Wikipedia has about 32% more errors
and omissions than Encyclopedia Britannica.” THaslly a ringing endorsement. Fortunately,
other studies of Wikipedia have been conductedh Véspect to perceived credibility, Chesney
(2006) studied the perceptions of subject expertsrenexperts on a variety of Wikipedia
articles. A total of 258 academics (defined asaredefellows, research assistants and doctoral
students) were surveyed (with a 21 percent congpletite) and randomly given either an article
in their own area of expertise or a random articld asked to review and assess the credibility
of the article, the authors and Wikipedia in gehera

While both groups did not differ in their assesstaeari author and site level credibility,
there was a significant difference in perceivedlindity of articles with the subject experts
rating articles more credible than the non-exparidom assignment group — suggesting a high
level of accuracy in Wikipedia (Chesney, 2006wé#s noted, however, that experts found errors
in 13 percent of the articles which is consistent with the findings of others (Giles, 2005; Rector,
2008). Rosenzweig (2006) also found slightly marers in Wikipedia than comparable
reference works but also pointed out they were miRector (2008) found that Wikipedia was
less accurate than other sources (80% accuracyazechfp 96% in Britannica). In other words,
while errors persist in Wikipedia and in more ttemhal encyclopedias, such as Britannica, there

is still a fairly high degree of accuracy and pered credibility in Wikipedia. Precisely why
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non-experts felt articles were less credible (Chesney, 2006) was not directly addressed; although

it is possible that non-experts lack sufficienthkmround to accurately judge an article.

L egitimacy

However, because it is reasonable to expect thay msers of Wikipedia would be non-
experts, providing a means by which such usergudige the legitimacy of content would be
beneficial. Magnus (2006) conducted a similar stindyhich copies of articles of similar depth
in both Britannica and Wikipedia were given to exxpéor a blind review. The study used a
small sample of three articles on somewhat obdomies: Rawls’ theory of justice, Husserl and
phenomenology, and bioethics. Experts differedheirtevaluations of the articles. The
Wikipedia article on bioethics was called bizamel ot written by someone in the field.
However, a reader of Husserl called the Wikipedityehis favorite adding that it was how an
encyclopedia article should be written. Magnus @0tbted that variability in the quality of
Wikipedia articles “should come as no surprisecesiwikipedia entries rely on contributors.
Different entries will attract contributors” (p..4thers (Halavais, 2004 as cited in Redd6;
Magnus, 2008) have attempted to track the longefigrrors they inserted themselves with
varying results. It should be noted that intentllynaserting errors in Wikipedia is considered
vandalism and discouraged (Kane & Fichman, 200@&)giis (2006) pointed out that Wikipedia
articles change over time and evaluations of diidlas do not inform us about the content of
newer versions. He suggested we need ways of eéwajucnanges in Wikipedia over time.

A time-based approach to evaluating the accuradyikipedia was conducted by Luyt,
Aaron, Thian & Hong (2008) who focused on the aigedits. For their study, the authors

selected the same 42 articles used in Giles (200%) earlier study included information on the
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exact errors that reviewers found which allowedtletyal. (2008) to pinpoint the versions of the
Wikipedia articles where the errors were introduddds was accomplished using the history
feature of Wikipedia that preserves every edit witime and date stamp as well as the name of
the user or IP address responsible for the edéy Teferred to this process as assigning blame,
and tracked the existence of each error in ternbtgtaf number of edits between the introduction
of the error and its removal, and the overall anm@dfitime in days between the introduction of
the error and the time of the review in Giles (200%e purpose of the study was to test Cross’
(2006) theory that older information that has witlesl the test of time would be more accurate
and that errors would be attributable to more reedits that have not had the opportunity to be
fully examined. Luyt et al. (2008) found no supportthis theory instead finding that at least 20
percent of errors could be attributed to the ihgdit that began the article which they called a
“first-mover” effect. They concluded that attempsvalidate Wikipedia content based on the
age of the surviving edits would be unable to aaigly account for this first-mover effect.

The implication for Wikipedia and its users is thatrics such as edit age and article
maturity are not going to be usable as a tool tasuee accuracy or legitimize Wikipedia
content. Researchers have also attempted to eedhaverifiability of Wikipedia articles by
looking at citations. Luyt and Tan (2010) randorséynpled 50 history articles from Wikipedia
and compared the citations in those articles wittions from articles in the Journal of World
History (JWH). In the 50 Wikipedia articles theywfal a total of 508 citations of 480 distinct
references. The 18 articles from JWH, by comparisontained 1,877 citations of 1,351 distinct
references. When comparing the types of referecites, they found 62 percent of Wikipedia
citations were of Internet sources compared tgpér2ent for JWH. Such results, they suggest,

indicate that Wikipedia is reliant on low level,mmacademic sources of information.
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Supporting Evidence

Whether or not such comparisons are fair is anagisele. Scholarly journals exist for an
entirely different purpose than encyclopedias, ateimpts by Wikipedia to add supporting
evidence should be encouraged. Furthermore, sth@arnals tend to focus on original
research, which is held to a high standard anda&geitation practices. Reporting of original
research is specifically prohibited in Wikipedid\fkipedia: No original research,” n.d.) as it is
primarily focused on providing information on gesleknowledge for common people similar to
printed encyclopedias. Other approaches to evaatikipedia and wikis in general (such as
those used in business or the classroom), focuseasuring and evaluating editor contributions.
Arazy et al. (2010) proposed a new set of algorithoncalculate authorship in wikis.

They pointed out that previous methods to calcwdateor contributions tended to be
flawed due to their focus on basic metrics autooadlii tracked by wikis such as the number of
page edits for each unique contributor — WikiDasitdd being one such tool. Other attempts
focused on evaluating a user’s contribution by canmg a current version to a previous one for
a particular user’s contributions with the sum lbtantributions providing a measure of a user’s
overall effort (Hess, Kerr and Rickards, 2006 &sctin Arazy et al.). Still other approaches
mirror efforts currently under investigation by Wikdia such as measuring the longevity of
edits (Adler, de Alfaro, Pye & Raman, 2008; Cross, 2006, Luyt et al., 2008) which is similar to a
color-coding scheme currently beiagplored (Claburn, 2009; Cross, 2006; Leggett, 2009), and
the use of a rating system to calculate a usepistadion and, by
http://wikidashboard.appspot.com/ extension, theerall level of contribution (Sabel, 2007).

Key differences exist between Sabel’s approachtlaadne currently being explored by
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Wikipedia (“Wikipedia: Article feedback tool,” n)d.Sabel’'s (2007) approach proposes
weighting the similarity of page versions and asisig an adoption coefficient which can then
be used as part of a reputation system which doulction as a measure of overall contributions
and reliability.

Wikipedia’s implementation, part of an overall ségic plan (“Strategic Plan/Movement
Priorities,” n.d.), have readers rate articlesaur fcriteria: trustworthy, objective, complete, and
well-written. There is also a box for readers tedif they are “highly knowledgeable about
this topic.” It is interesting; however, that Wikipedia does not view this feedback tool as a
measure of quality or accuracy. Of the tool, Wikijgestates, the current version of the tool
represents a starting point. The Wikimedia Foumtatvants to encourage direct reader
engagement as a good way to quickly acquire quimktéeedback and to make more readers
aware that they can directly improve Wikipedia. Népe that this tool will help the readers in
the Wikipedia community become active editors. Lesswledgeable users, however, are likely
to view an article with a high rating as a morestworthy or objective article than one with a
lower rating regardless of the overall intent. Rartmore, it is unclear how the Wikipedia article
feedback tool would account for vandalism or thevitable changes in articles over time.
Contrary to these approaches, Arazy et al. (20dd))gse a new approach for calculating editor
contributions to wikis by first breaking edits typmto five categories (add, improve navigation,

delete, proofread, and adding links) and measwamgributions in each category.

Quantity of contributions
They focused on the quantity of contributions antithe quality which they considered

quite difficult to measure. They also suggestedémity could be used as a quality measure
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because the evolution of wiki pages should inveheeremoval of low quality content while
allowing high quality content to remain. Similarltayt et al. (2008), Arazy et al. (2010) failed
to find support for this premise. Precisely whyoesrtend to linger has not been addressed.
However, it is possible that errors not addressiltinva certain amount of time tend to gain a
certain level of legitimacy and may be overlookgdb but the most diligent and
knowledgeable editors. To test their approach, A\etzal. (2010) compared their algorithms
against nine randomly selected and human scoritearin Wikipedia. They found a high level
of correspondence between their algorithms and husoares. The results were then used to
create visualizations of editor contributions asrtiee five categories.

This resulted in several different glyphs showielgtive percentage of contributions for
editors and is intended to be included on the spording article page. These were then user
tested to determine their effectiveness. They riaie/ever, that this is contrary to the
collaborative and unattributed nature of wikis, bei¢ potential application in classroom or
research settings as a way to increase motivatidrparticipation. Teachers using wikis as class
projects could also benefit from having a way taleate the work of individual members of a
group. The value of such visualizations in Wikigedself are uncertain because knowing which
users contributed in which way does not help Ushtaw if those users are knowledgeable or
credible. Glyphs or similar visualizations, howeeauld potentially be used to provide a form
of feedback on articles and how they are relateattier articles via the patterns of the
contributors. Algorithms such as those developediayy et al. (2010) could prove useful in
calculating and visualizing such relationships. Wimg who the major contributors are to
individual articles may also be useful in evalugtaontent if one could track and measure their

contributions across Wikipedia.
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Similar to Raymond’s (1998) comment regarding Ofenrce software development,
that “given enough eyeballs, all bugs are shallavith enough editors, Wikipedia articles are
potentially more credible and accurate. A glyphikinto the one suggested by Arazy et al.
(2010) could be used by visitors to Wikipedia tsigavisualize if an article was mostly written
by many editors or just a few and if the edit higtof those editors supports an authoritative
background or not. Other studies have focused opadsons between Wikipedia articles and
professionally maintained information stores. laitistudy of the accuracy of cancer
information on Wikipedia, Rajagopalan et al. (20&69se 10 articles on types of cancer to
compare with the information on a professionallyntaned database, the National Cancer
Institute's Physician Data Query (PDQ) cancer agetabWith respect to Wikipedia they found
that errors were rare (less than 2%). The Wikipedi&les were also found to be less readable
than those on the PDQ database. Interestinglyréaability was measured using the Flesch-
Kincaid grade-level scale which found a grade leeelre of 9.6 for the PDQ database and 14.1
for Wikipedia (higher numbers are considered lesslable). This could also be interpreted as
meaning that the Wikipedia articles were writtela &igher level, as would be assumed from
more knowledgeable authors.

They also found no significant difference betwdendepths of coverage of Wikipedia
articles compared to the PDQ database. More rgcémtzy et al. (2011) attempted to measure
how several factors, cognitive diversity, group neemorientation (administrative or content),
and task conflict, interact and what effect theyehan the quality of information in Wikipedia.
The study used a stratified sampling approachrdratomly selected 15-17 articles from six of
Wikipedia’'s topievel categories: culture, art and religion; math, science, and technology;

geography and places; people and self; society; and history and events. They sampled a total of
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96 articles using Wikipedia’s random article featuk unique aspect of the study was the focus
on cognitive diversity. They argued that deep-lalreérsity, which relates to education,
expertise and knowledge, can enhance groups’ pesaitce, especially when the task is
cognitively complex and requires multiple perspesdior entails creativity, since cognitive
diversity increases the variety of perspectivesighd to a problem, creates opportunities for
knowledge sharing and leads to greater creativity.

When looking at diversity on a per article lewbky found a very high level which
suggests very little overlap in the activity of gentributors outside the current article. Article
guality was measured using independent ratingebipslibrarians at a large North American
university followed by a negotiated consensus tivaiat a rating. Although article quality was
not the primary focus of the study, rather the ixte which group characteristics influenced
guality, they nevertheless found that article gyalias moderately high scoring 4.4 on a 7 point
scale. Despite indications that Wikipedia is amoficcurate and credible resource, concern over
who writes the articles continues. The notion dhatship is deeply ingrained in the process of
writing, citation and our overall judgement of antity and credibility. In major publication style
guidelines, such as the American Psychological é&iaton (APA) style, the Modern Language
Association of America (MLA) style, The Chicago Meah of Style (CMOS) and others,
prominence is placed on the author of a work. Sutations follow an author, year (APA, 2001),
or author, page numbers (MLA, 2008) format, but twb&onsistent is the focus on the author.
Early encyclopedias, such as the Naturalis Histofrialiny the Elder (77 C.E.) also considered
the author as primary. Pliny referenced 473 mdStigek authors in his 2,493 articles

(Stockwell, 2000).
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Author ship

The role of authorship, however, has historicaly Imeen a constant. As Foucault (1984)
points out in his essay “What is an Author,” thgortance of knowing the author of a text has
changed over time. Text that we would now tendassify as literary were at one time accepted
and passed along without concern over knowing tiieos, while in the middle ages, scientific
texts were generally only accepted as true wheibatitd to their author. The modern approach
has more or less reversed the importance of Fot’sauthor function. Modern scientific
discourse places little emphasis on the authorenké place great importance on the author of
literary texts. There is, for example, some debatr the true author or co-authorship of
Shakespeare’s works (Foster, 1999; Vickers, 2004) even though knowing the name of the author
will not change the nature of those texts but cod@ile can prove that it was not Shakespeare,
change how they are received. Conversely, findunglmat Einstein did not develop the Theory
of Relativity would likely have little impact onémature of that discovery and its use and
importance in various scientific fields though itgimt change our perceptions of Einstein.
Interestingly, Foucault does make exception forfgheindividuals who have essentially made
certain discourses possible — what Foucault calteehders of discursivity” (p. 114).

Foucault identifies Freud and Marx as examplesdividuals who not only wrote their
own works but also opened the door to endless lplesdiscourse such as Freudian psychology
or Marxism. That, too, may be changing as Einsteliieory of Relativity is now so widely
accepted and intertwined in various scientificdgethat it is often referred to as simply relativit
without reference to Einstein. For example, “anoftrediction of general relativity is that time
should appear slower near a massive body like 'e@tiwking, 1988, p. 32). More recent

conversations on Communism and Socialism rarebreece Marx unless it is to point out
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discrepancies between modern implementations amg’ Bléginal intents. Modern
encyclopedias, however, continue to place tradiiomportance on the author. Both the
Encyclopedia Britannica and the World Book Encyeldia put authors of articles in the
headlines. Of its contributors, the EncyclopedidgaBnica states, to meet these challenges and
opportunities, Britannica has done what we havagdnone throughout our 240-year history:
sought the very best minds in the world to help us.

In the past, they had names like Albert Einsteigntsind Freud, Marie Curie, Bertrand
Russell, T.H. Huxley, and George Bernard Shawgfalhom were Britannica contributors in
their day. (Encyclopeedia Britannica Board of Edit@010) Wikipedia, conversely, takes the
opposite approach and relies not on the credilaligy recognition of its authors but on citation
and the verifiability of its content (“Wikipedia:évifiability,” n.d.) as well as an informal form of
peer review inherent in socially constructed knalgke or the wisdom of the crowds (Arazy,
Morgan, & Patterson, 2006; Surowiecki, 2005). The extent to which it is achieving that goal is
debatable, but the shift in focus is not withoutitmé&oucault (1984) argued that while
authorship was regarded as essential to “truttifienmiddle ages, in the seventeenth and
eighteenth centuries “scientific discourses begdretreceived for themselves, in the anonymity
of an established or always redemonstrable trithd.not the reference to the individual who
produced them” (p. 109).

In other words, scientific discussions generallisegeparate from the author. Whether or
not various areas of Wikipedia should be treatéférdintly based their author function is another
discussion. The current state of Wikipedia ensw@snay never know the name, background,
credentials, etc. of the true authors of each aedyearticle. However, it may be possible to

develop profiles of authors and articles througitaess known as social network analysis.
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Social Network Analysis Social network analysis £§Ns a research methodology with the
primary goal of identifying patterns of social t&@ships based on the connections of actors to
each other (Scott, 1991; Wasserman & Faust, 1997). Haythornthwaite (1996) described SNA as

“an approach and set of techniques for the studyfofmation exchange” (p. 323).

The focus is on the “patterns of relationships leevactors” and resources that can
include actual goods and services as well as &gglile items such as information.
Furthermore, according to Haythornthwaite (19969, process is empirical and focuses on
observable relationships, the networks, betweemd¢tes. Additionally, de Laat, Lally,

Lipponen, & Simons (2007) suggested that SNA cdp ine‘identifying patterns of relationship
between people who are part of a social networkl’“assist us in the analysis of these patterns
by illuminating the ‘flow’ of information and/or ber resources that are exchanged among
participants” (p. 89). Only after an examinatiorttodse relationships are they grouped according
to the strength of their connections to other regiof the network (Monge, 1987). Actors can
also be members of more than one network baseldearrélationships. The patterns that

develop help us understand with whom individuateriact and how they exchange information.
Although developed well before the advent of coramiaind computer networks, SNA

researchers are increasingly looking at ways teetstdnd online networks.

Document Categorization and Wikipedia

The traditional model for document representaisos word-based vector (Bag of Words,
BOW), where each dimension is associated withra tdra dictionary and represents number of
occurences of the term in a document. The majofigxisting text classifiers represent
documents as an unordered collection of wordsagadb words (BOW). Although is the Bag of

Words model powerful, simple and commonly usebag several drawbacks. As Gabrilovich
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and Markovich (2006) state, this method is verg@iff/e in up to medium difficulty
categorization problems, where the category ofaud@nt can be determined by various easily
recognizable keywords. Limitations of this meth@tdme more significant when applying to
more challenging tasks, such as categorizatiohat slocuments or when dealing with small
categories. Several studies have proposed mapgimg and phrases within documents to their
corresponding articles in Wikipedia. These artickgresent aggregations of common
characteristics of a certain concept. Gabrilovictl Markovich (2006) as well as others (Wang
& Domeniconi; 2008; Huang, Milne, Frank & WitterQ@8) proposed a way to enrich the BOW
representation of processed documents using thardenknowledge from Wikipedia, via
linking terms and phrases to concepts from Wikigedi

Gabrilovich and Markovich (2006) applied standixt classification techniques to link
document texts to Wikipedia concepts. They propdmelding a feature generator, which
determines the most relevant concepts complemetiteagocument and creates a set of features
that augment the bag of words. Feature generat@aeygl considerable improvement in
classification of short documents.

Wang and Domeniconi (2008) also proposed a mdthostercome the shortages of
BOW approach. Their approach attempts to highlightsemantic content of documents by
embedding background knowledge constructed frompdia into a semantic kernel, which is
then used to augment the BOW representation ofrdents. By embedding Wikipedia-based
kernels into document representation, Wang and Daraei were are able to keep multi-word
concepts unbroken, capture the semantic closefiega@anyms and perform word sense
disambiguation hence to show benefins and potesit@mnbedding semantic knowledge and

surpasses limitations of BOW model.
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Janik and Kochut (2008) devised an ontology-baseidcategorization method using an
RDF ontology derived from Wikipedia. A valuable aspof this approach is that their method
does not require a training set, being based avlaygital knowledge. Moreover, this method
performs almost as accurately as statistical meativaihed on the documents from the
categorization ontology. The efficiency of this nebcelies heavily on a rich and comprehensive

ontology acquired from Wikipedia, an ontology thah be very well used as a text classifier.
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CHAPTER 03: METHODOLOGY

Overview

The purpose of this research is to develop themgtaleding how document classification
can be improved using Wikipedia. In this sectionhaf report, the research methodology is
outlined specifying the research approach and ndetiat was used. The methodology for the
research takes into account the knowledge obtdmedthe review of related academic
literature, the nature of the research subjectthadim/objectives which the research wishes to
achieve. The research will be carried out usingrapirical research using both qualitative and
guantitative research. | believe using a mixed wetpproach will enhance my research (Kroll,

B., & Taylor, A, 2003, pp. 54).

Resear ch Design

The Internet is considered as an important toobitaining relevant information needed
to find a series of articles in magazines and nawsys in the database. To test the research
hypothesis, the research conducted by a thregsbepss: the construction of a research pool
issue, the validation of products and piloting kicées. Moreover, data from various sources,
some of which will be collected online, while soare on papetard data is primarily the result
of a thorough analysis of the materials you fintiren The research has involved analysis of
news messages over the Internet through a perigeast. The method is to read the summary or

body of each publication.
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Descriptive Resear ch

Sekaran (2000) defines descriptive research adtzochesed to make an understanding
of the attributes of different individuals/corpacets by allowing them to think in a systematic
manner about different elements. Furthermore,tyfpis of method is available when the
information on which the research is to be cardetlis easily obtainable and the researcher is
much more aware about the situational factors @kthdy. Descriptive research is a reflection of

the correct outline of an individual, his actiopsycedures and situations.

Exploratory Research

According to Agrawal, A. and Mandelker, G.N. (1987. 823-37) an exploratory
research is conducted when the overall objectivd®ttudy is to clarify and explore the
research issues. In this type of situation limitddrmation is available to the researcher,

(Sekran, 2000).

Data Collection M ethods

A data collection procedure was developed whicltkbe the value of the ideas behind
the research by reviewing extensive literaturearigular approach using different data sources
and collection methods are particularly usefulasearch, theory generation (Orlikowski, 1993).
Special attention should be paid at the time dectibn of data to avoid deviations of the things

learned from literature (Jeong, 2009).
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Quiality research

Among qualitative social research in the sociatisces, the collection of non-
standard data understood and their evaluation. Megtiently it is interpretive and
demonstrative methods used as an analytical m&aesretical foundations of qualitative
methodologies in the social sciences provide anobhner theoretical traditions such as the
phenomenological or symbolic interactions , ofteder the name of the interpretive
paradigm or interpretive sociology are combinecevaryday life, and shared by scientists and
non-scientists living environment and the constancof meaning are reasonable character of
social action in specific cultural contexts alwayssted already before the sociological analysis
generally turns its object. In contrast to scienfificts of social science subjects are always
already pre-structured so in some way by the peezamined and questioned, and thus
reflexive. The traditional methods of qualitatiesearch try to address this particular character
of social science subject areas through the oparacter of the data collection and interpretive
nature of the data analysis into account. Thisitpiale research than anything, if they are
committed to the Interpretative Sociology, usualllyigh value on the acquisition of the actor's

perspective, and action orientation and the in&tgtion of patterns of respondents.

Threatsto Validity

Yin identifies threats to construct validity, intett validity, external validity and
reliability as being applicable to case studiemagauct validity implies that the domain ontology
of provenance may be either incorrect or incomplB&nbasat et al. and Yin suggest that using
multiple sources of evidence controls threats testroict validity. Yin also suggests that key

informants review the draft case study report.unaase study, data collection and validation
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interviews helped ensure construct validity. Theadallection interviews helped capture the
requirements. The validation interviews ensured diasa collected was correct and complete. All
the information collected from interviews and systeview was cross-validated. Trochim refers
to internal validity as credibility that better lefts the underlying assumptions for case studies.
He further argues that study participants shoulthbeones who can legitimately judge the
credibility of the results. Multiple iterations wélidated interviews helped ensure internal
validity of our findings. External validity dealsitiv the problem of knowing whether a study’s
findings can be generalized beyond the immediate study.

Yin suggests using an analytical generalizationhegp an investigator link a particular
set of results to some broader theory. Trochimesdhat transferability (i.e., the degree to which
the results can be generalized) can be enhancddduyibing the research context and the
assumptions that are central to the research. Wéite in detail the context and assumptions of
the case study. A threat to reliability arises mhathodology will not be repeatable by other
researchers. Yin suggested use of a case studycploite., a document that lists all the actiatie
undertaken by the researcher conducting the cadg. Sthis allows other researchers to conduct
similar case studies in other settings and to coenpsults across case studies. We described

details related to the methodology earlier in Hastion.
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CHAPTER 04: EXPERIMENTAL DESIGN

Proposed M ethods

In this chapter, we will propose how can Wikipedral the semantic knowledge it
contains be exploited for document categorizafidre traditional Bag of Words model (BOW)
has several limitations that can be overcome biydieg external knowledge to the BOW
document representation. Our aim is to desigonaept base generator that can automatically

augment short documents with a set of related gaadeom Wikipedia.

Concept Base Generator

We propose two design approaches for developingeqat base generator. The first
design is based on a system for automatic linkirdpouments to encyclopedic knowledge
indroduced by Mihalcea and Csomai (2007). The stdasign is based on a numerical statistic
tf-idf.

Although Mihalcea and Csomai did not specificallgrk on document categorization,
ideas for automatic keyword extraction and wordssatisambiguation can very well be applied
on this task. The approach based on their work feleows: indentifying candidate phrases in
the document, mapping them to surface forms of péittia interlinks and disambiguating
ambiguous phrases. The first step is to extra¢aseiforms with corresponding articles.
Resulting vocabulary will contain valuable phrasebe used for linking to the concepts. Given
an input document, we find all such n-grams imgttappear in our vocabulary. Ambiguous
phrases are further disambiguated using conterttealap between the context of a phrase and

candidate Wikipedia articles. The output is a $eelated concepts (Wikipedia article titles) i.e.
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concept base. We believe that augmenting a BOV¢septation with such concept base can
considerably improve short-text categorization grehtly decrease error rates.

The second approach uses statistical variablesftequency (TF), document frequency
(DF) and inverse document frequency (IDF). We psepim enumerate document frequency for
each term in a dictionary, based on the numbecafirences in Wikipedia articles. Each term in
the dictionary should as well have a referencatiolas it occurs in. Based on Wikipedia
document frequency, we suggest to calculate TFftFeach term in the processed document.
We would then take up to 20 terms with largest TH*values and collect the articles they
appear in. Concept base would then consist o tdferticles containing at least 25% of terms

from the original document.

I mplementation Details

For our experiment needs, we have parsed the BdiapXML dump, version of
December 2011. We have removed topics with verytstricles or no articles at all, events and
disambiguation pages. Remaining 760,822 articles Vedt for concept generation. We
processed the text creating a vocabulary of coscgpich contained surface forms of all
Wikipedia interlinks connected to each concept.N&ee also created a table of document
frequencies for each unigram in the collection.

The keyword extraction algorithm was implementeavork in three steps: creating all
n-grams from the input text (up to 4-grams); crdsscking n-grams with the vocabulary to find
candidate concepts; pruning candidates by remdteg@nes that already appear in the input
text. Ambiguous candidates were further disambigghasing knowledge-based algorithm which

relies on enumerating the contextual overlap betvike concept and the ambiguous term. The
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resultant set of concepts is augmented to the bagmls document representation as a concept

base.

Evaluation

The proposed methods surpass the limitations aivBfaodel applied on short texts.
Concept base generator is capable of enriching dlbocuments with additional content-related
concepts which leads to improvements in categooizagerformance. However, these
improvements will be obtained at higher computatla@ost. Additionally, time constraints
restricted the depth of this research which cooddlide more scrupulous and empirical

evaluation of proposed methods.
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CHAPTER 05: RESULT AND FINDINGS

Wikipedia

Wikipedia is an free encyclopedia and polyglothef Wikimedia Foundation (a nonprofit
organization). Over 20 million articles in 282 laragies and dialects have been drafted jointly by
volunteers from around the world, and virtually ang with access to the project can be an
editor. Launched in January 2001 by Jimmy Waleslawdy Sanger, is the largest and most
popular online reference work. Since its inceptMikipedia has not only gained in popularity,
it is among the 10 websites most popular in thddvobut its success has given rise to sister
projects. Among them, some have been accused tefsigsbias and inconsistencies, with
criticism focused on what some, like himself La@gnger , have agreed to call "anti-elitism" and
that there is nothing but Project policy encyclapddvor the consensus on the credentials in the
editorial process . Other criticisms have focusedheir susceptibility to being vandalized and
the appearance of spurious information or lackesification, although studies suggest that
vandalism is generally disposed promptly.

There is also controversy over its reliability awturacy. In this sense, the scientific
journal Nature said in December 2005 that the BhglVikipedia was nearly as accurate in
scientific articles as the Encyclopedia Britanni€n the other hand and as stated in a report
published in June 2009 by the Spanish newspapeai&l, a study conducted in 2007 by Pierre
Assouline, a French journalist, and conducted gxoap of students of the Master of Journalism
from the Institute of Political Studies in Parisabyzing the reliability of the project came in a
book called The Wikipedia Revolution (Alliance), ege findings were quite critical. Among

other things, stated that the Nature study was \aedkbiased, and that in his own study, the
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Britannica was still 24% more reliable than WikipedDf the 285 editions , sixteen exceed the
300,000 copies. The German version has been disgdlon DVD-ROM , and intends to make
an English version on DVD with over 2000 articlegny of the issues have been replicated via
Internet (using 'mirrors’) and encyclopedias havergrise to derivatives (bifurcations) in other

websites .

Features

The company culture has varied by state, in eacdiore In the main event, the Spanish
Wikipedia any person has the ability to createwa nem and almost any visitor can edit the
content, except for items that are protected. H@neam the English non-registered users can not
start from scratch items. Wikipedia was createdhwhe idea of producing quality text from the
collaboration between users, like the developmasjepts of free applications. Items evolve
over time, and this is visible in its edit histodsually, a portion of the edits are vandalism-
content unrelated to Wikipedia or false informatiand publishers sometimes have opposing
views producing what is called edit war . This ascwhen two or more publishers go into a
cycle of mutual reversals due to disputes causeatiffgrences of opinion on the content of the
article. Do not confuse vandalism (which often etifeone time to an item or items) to edit war,
which affects repeatedly to the same item in atdirae. Among the items vandalized frequently
in the Spanish edition include: George W. Bush,d8iet XVI or Jehovah's Witnesses, while
items with strong edit wars are Cuba or Valenoggadoise of the disparity between the views of
its editors. Each chapter of Wikipedia has a grofugtaff, responsible for cooperation. Within

this list are mentioned managers, whose main fonstare to maintain, such as deleting items,
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block vandals and other functions, and serve th#iment of the rules that govern it. The

language version with the most administrators ésEhglish Wikipedia with a total of over 1600.

Updating of infor mation

Virtually all visitors can edit the content of Wgedia and create new articles, and the
changes are visible immediately after pressingSéne and approved by an authorized user -
editor. The last condition was introduced in Novem®008 to protect readers against the effects
of vandalism. Wikipedia is built on the belief tltatoperation between the users will lead to
continuous improvement in the substantive contépaeswords, in the manner in which this has
been achieved in many open-source projects. Soit@sedf Wikipedia articles have described
the editing process as an evolutionary procese@ékDarwinism.

Many people use the editing of Wikipedia to chatigetopic nonsense or eliminate
vandalisms. However, since each edition is recondéide history of the topic, all attempts to
destroy can be detected and remedied. Model maal-tbllaboration enables editors to quickly
complement existing topics. Sometimes, howeveeratteas about the content of topics lead to
so-called "edit wars", ie a state in which the @ditof articles vary according to their own
information, pulling each other's changes.

Wikipedia can be edited at any time. The abilitgtit, however, may be temporarily
blocked (or reduced, for example, only for registeusers) due to frequent wars, vandalisms or
editing. Wikipedia does not declare that any tapiccomplete” or "finished", although it is
planned to create a system of so-called stableéorer§he authors do not necessarily have any
formal qualifications in the field to edit articlesso are informed that their contribution can be

"freely edited and distributed" by everyone.
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Active editors often create their own "watch listitries on topics of interest to them in
order to keep track of changes, including additioliscussions or potential vandalisms. Also,
most previous versions can be read (and played,rasorded in the "edit history" of the
topic. This allows you to watch any version of #réicle, and their comparisons. The only
exceptions are articles that have been removedk Eoincerning them are visible only to

administrators of Wikipedia.

Computational linguistics

Computational linguistics is an interdisciplinargldl of linguistics and computer
science that uses computers to study and treddrnigeage. To achieve this, attempts to model
logically the natural language from a computatiguaiht of view. Such modeling does not focus
on any area of linguistics in particular, but isiaterdisciplinary field,
involving linguists , computer specialists in adiél intelligence , cognitive psychologists and
experts in logic , among others.

Some of the areas of computational linguisticssare:

1. Corpus linguistic assisted by computer .

2. Design of parsers for natural languages .

3. Design of taggers or stemmers , such as POS-tagger.

4. Definition of specialized logic that serve as seui@ natural language
processing .

5. Study the possible relationship between formal@atdral languages.

0. Machine translation .



Using Knowledge from Wikipedia 52

Computational linguistics (CL) or linguistic dateopessing (LD) examines how natural
language in the form of text or voice data usirgcttimputer algorithmically can be processed. It
is part of the field of artificial intelligence artde same interface
between linguistics and computer science .The@iétjgt is about clarifying the interplay or

language and automation.

Like tf-idf to choose keywordsto classify documents

The TF-IDF (Term Frequency - Inverse Document Feeqgy) is a weighting method
often used in information retrieval , particulanytext mining . This statistical measure used to
evaluate the importance of a term in a documergspect to a collection or corpus . The weight
increases with the number of occurrences of thelwothe document. It also varies depending
on the frequency of the word in the corpus. Vasganitthe original formula are often used in

search engines to assess the relevance of a dochassa on search criteria of a user.

Overview

The theoretical justification for this weighting®ame is based on empirical observation
of the frequency of words in a text which is givenZipf's Law . If a query contains the
term T, a document is more likely to respond thabintains that word: the term frequency
within the document (TF) is great. However, if teem T itself is very common in the corpus,
that is to say that it is present in many documédsefinite articles - the), it is actually Itl
discriminating. Therefore the scheme proposesdeease the relevance of a term based on its
rarity in the corpus (term frequency in the corfmyg IDF). Thus, the presence of a rare term of

the query in the document content is growing tleers’ of the latter.
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A naive Bayes model

Naive Bayesian model is a probabilistic method of instruction. The probability that a

document d fall into the class ¢ can be written as P ( C| d,} . Since the purpose of classification -
to find the most appropriate class for this document, the naive Bayesian classification problem
consists in finding the most probable class ¢ m

cm = argmax P(c|d)

ceC
Calculate the value of this probability directly is impossible because this requires a

training set to contain all (or almost all) possible combinations of classes and

instruments. However, using Bayes' formula, we can rewrite the expression for P (¢ d )
P(d|c)P(c) A
Cm = argmax ————— = argmax P(d|c) P(c)
ceC P (\d) ceC

where the denominator is omitted, since it does not depend on ¢ and, therefore, does not
affect the determination of the maximum; P (c) - the probability that the class will
meet ¢, regardless of the instrument in question; P (d | ¢) - the probability of finding a
document d the class of documents c.

Using the training set, the probability P (c) can be estimated as

N,
JNIY

P(c) =
where i\'c - The number of documents in class ¢, N - total number of documents in the

training set. Here we use a different sign for the likelihood, as with the training set can only

estimate the probability, but does not find its exact value.
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In order to estimate the probability P(d|c) = P(t1,t2, ..., tny|€) Where tx - A term
from the document d, 7%d - The total number of terms in a document (including repetition), it is
necessary to introduce simplifying assumptions (1) of the conditional independence of the terms
and (2) the independence of the positions of the terms. In other words, we neglect the first, the
fact that the text in natural language the appearance of a word are often closely linked to the
emergence of other words (for example, likely that the word integral encountered in the same
text with a word equation than with the word bacteria) and, secondly, that the probability of
finding one and the same word is different for different positions in the text. It is because of these
gross simplifications, this model of natural language is called the naive (though it is quite
effective in the classification problem). So, in light of the assumptions made, using the

multiplication rule for probabilities of independent events, we can write

ngd

P(d|c) = P(ty,ta, ..., tno,lc) = P(t; c) =[] P(t
k=1

¢) P(toc)...P(tn,

c)

Evaluation P ( tl c) using the training set will

C):Q

P(t
Ho=7

where Z¢t - The number of occurrences of term t in all documents of class c (and in any
position - there is essentially used the second simplifying assumption would otherwise have to
calculate these probabilities for each position in the document that it is impossible to do
accurately because of the sparsity of training data - it is difficult to expect that each term is met at
each position enough times); 1: - The total number of terms in documents of class c. This figure

includes all the re-entry.
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Once the classifier is "trained", that is, the value found P(c) ang P(t|c) you can find

the document class

nd
cm = argmax P(d|c) P(c) = argmaxP(c) H P(t;|c)
ceC ceC ke1

To avoid overflow in the last formula below due to the large number of factors, in
practice, instead of the product normally used sum of logarithms. Logarithm does not affect the
determination of the maximum, since the logarithm is a monotonically increasing

function. Therefore, in most implementations, instead of the last formula is used

nd

cm = argmax|log P(c) + Z log P(t

ceC k—1

c)]

This formula has a simple interpretation. Chances of a document classified as frequent a
class above, and the term log P (, C) contributes to the total amount of a contribution. The values

of log P t,tl C) the greater the more important the term t for the identification of a class ¢, and,

accordingly, the greater their contribution to the total amount.
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Summary of the existing resear ch based on the semiotics framewor k

Area Classification Existing Research

Application domain | Domain specific (Lanter 1991; Lanter and Essinger 1991;
Alonso and Hagen 1997) in GIS, (Myers,
Chappell et al. 2003b) in chemistry, (Bose
2002) in earth science, (Greenwood, Goble et
al. 2003) in biology, (Cavanaugh, Graham et
al. 2002) in physics, (Cui, Widom et al. 2000)
in business intelligence.

Domain independent | (Foster, Voeckler et al. 2002), (Szomszor and
Moreau 2003), (Groth, Luck et al. 2004;
Groth, Miles et al. 2005).

Data processing Database & file (Wang and Madnick 1990), (Woodruff and
architecture system M. Stonebraker 1997), (Cui, Widom et al.
2000), (Buneman, Khanna et al. 2001),
(Widom 2005), (Buneman, Chapman et al.
2006), (Muniswamy-Reddy, Holland et al.
2006).

Service-oriented (Foster, Voeckler et al. 2002), (Groth, Luck et
al. 2004) , ((Greenwood, Goble et al. 2003;
Zhao, Goble et al. 2003 ).

Environment (Myers, Chappell et al. 2003b), (Bose 2002).

Subject of provenance | Data-oriented (Lanter 1991), (Buneman, Khanna et al.
2001), (Cui and Widom 2003), (Pancerella
2003), (Ram and Liu 2007).

Process-oriented (Foster, Voeckler et al. 2002), (Greenwood,
Goble et al. 2003, (Zhao, Goble et al. 2003),
(Frew and Bose 2001).
Contents/semant | Sparse (Buneman, Khanna et al. 2001); (Cui and

= | ics of Widom 2003; Buneman 2006)

& provenance Rich (Myers, Pancerella et al. 2003b), (Zhao,

- Goble et al. 2003), (Groth, Luck et al. 2004).

§ Harvest of Observation-based (Reich, Liefeld et al. 2006),

&= | provenance (Muniswamy-Reddy, Holland et al. 2006),
(Buneman, Chapman et al. 2006)

Semantic similarity
Semantic similarity and semantic relatedness are often used synonymously. Both
similarity and relatedness are measures of how close two concepts are to one another. Natural

language processing (NLP) takes advantage of the measures for many applications, including
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information extraction and retrieval, word senssadibiguation, text summarization, and type
classification. However, these applications tygicake similarity and relatedness
interchangeably, which has led current researébdas mainly on semantic relatedness, when
semantic similarity may be better than semantiteelness or vice versa, as they are different.
Specifically, semantic similarity is a subset afhsatic relatedness. Similarity includes
hyponymic and hypernymic relationships (is-a), @hilatedness includes any and all functional
relationships (has-a, is-a-part-of, etc.)[12]. Tiféerences lead to several observations when
determining a semantic similarity or semantic eaess measure for a pair of concepts. Figure
1.1 illustrates the observations on how a concaptfalls into one of four areas with respect to
the pair's measure of relatedness and similatiig. hot possible for a concept pair to fall into.
Since similarity is a subset of relatedness, ifijgossible to have a high similarity measure and a
low relatedness measure. Where similarity andedtegss measures are both high, concept pairs
like “George Washington” / “Abraham Lincoln” or &er” / “jaguar” fall firmly into area (2).

The opposite holds for (3), where similarity anthtedness measures should both be low, like in
the concept pair “nirvana” / “cheese grater”. Btithse areas give credence to the idea that
similarity and relatedness are synonymous, as tresuores are roughly equivalent with each

other.

Wikipedia as Taxonomy

Wikipedia, in contrast, contains over 3.4 milliarticles in the English version alone as
of November 2010. Wikipedia, like WordNet and ottefonomies, also contains internal
structure and classification. These structuresigtelthe categories that an article belongs to as

well as any internal links to other Wikipedia athat are in the article text. Being open for
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editing by anyone, Wikipedia grows incredibly quigland contains both esoteric and recent
articles and concepts. Being a collaborative arehagfort always means that Wikipedia has up
to date information, but this means that the stmects not as well defined as a controlled
taxonomy. This ill defined structure introducesi&aility that needs to be accounted for. The
variability could be as simple as a mistake ingifggg an article into a category, or may be as

severe as deliberate vandalism, and in either casaffect the similarity or relatedness measure.

Mapping of Concepts

In all of the methods examined in this thesis doent, Wikipedia is used as the
taxonomy for determining the semantic similaritysemantic relatedness measurement. Since in
NLP applications, the measurement is between twoegat pairs, and Wikipedia consists of
articles, the concepts must be mapped to Wikipddia usually means that the concept is
equated with a single article from Wikipedia thasbmatches the context between the concept
in the pair. Some methods map the concepts autcaigtiand some use a manual mapping.
Regardless of whether it is done manually or autmaldy, there are three types of mapping that
take place. First is a single direct correspondewbere a concept directly corresponds to an
article in Wikipedia. An example of this mappinguwid be to map the concept “car” to
Wikipedia. Wikipedia does not have an article narf@akr”, but it does have an “Automobile”
article that the concept directly correspondsKeeping this in mind we fail to reject H1 =
Document classification can be improved using Wékiilp, H3 = Algorithm models are the
factors that contribute to document classificatemg H6 = the current position document

classification is good.
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CHAPTER 06: LIMITATIONS

One must be careful in answering the question®fdisearch given the fact that first, due
to the availability of limited literature on thelgact area. Second, the case studies only represent
responses from a number of people who may not baffieient, reliable or authentic
information. Not only the limited information obtesd from both sources makes it very difficult
for the research but makes the reader aware thaesearch tries to draw the most authentic and
relevant conclusion to the problem. Additionallgné constraints restricted the scope and depth
of this research which could include many morealdéas and elicit information from a larger

population to be able to come up with a much steorfigding.
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CHAPTER 07: CONCLUSION

Much existing literature for named entities focusassemantic similarity between named
entities as a method to enhance the identificatfaramed entities from text. This task is called
Named Entity Recognition (NER) and was formallyatésed in the 6th Message Understanding
Conference in 1995. One of the original types ohed entities in NER is person names. To
identify and disambiguate person names, Bunesciaada utilized Wikipedia’'s article text and
the categories that articles belonged to in ordelritve a support vector machine (SVM). The
taxonomy based kernel for the SVM took as an igpencept, then looked at that concept’s text
to identify and disambiguate to a set of possiblielas. Finally it identified context based
information contained in the possible articlesttamd categories that matched the ambiguous
concept. This method of using the category hiesaectd article text to find the similarity
measurement between the concept and possiblesaréichieved an 84% disambiguation
accuracy when applied to a disambiguation taske€am also used Wikipedia article text and
category pages to create a system that used sersanilarity for entity identification and
disambiguation. The method employed by Cucerzantavpsocess the contextual information
contained in the concept, then match the conteganélidate articles and their category
information in order to maximize the agreement leetwthe article context and the concept
context. The most similar article to the concepttegt was selected as the disambiguated article.
Cucerzan obtained accuracy results of 88% to 91%isambiguation tasks dealing with named
entities.

Cosine similarity is used in many applications hagas most often in text mining. It

works well to find the similarity between TF-IDFaters. We selected cosine similarity because
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it was used in other similarity and relatednesdiegipons, both in those that use Wikipedia like
ESA and WLM as well as those that use more tratititaxonomies. The cosine similarity
based algorithm in Figure 3.9 below was the mostmdationally complex algorithm, as the dot
product and Euclidean distance for both categocyore needs to be calculated. This creates a
much slower overall execution speed than eithebDibe or Jaccard methods. Notice, like the
intersection vectors from the Dice and Jaccardrdlgus, the individual category vectors are
extended out to include the categories from therathtegory vector. The new categories in the
category vectors have a value of 0, and do not#fffee dot product or euclidean distance.
Interestingly, due to the extension of either &gaty vector or the creation of an intersection
vector, all three algorithms start out with the sasteps, creating a union vector. This is probably
not strictly necessary and definitely hurts thecetion speed of both Dice’s coefficient and the
cosine similarity, as neither algorithm needs thiomL

We proposed a way to enrich the BOW representatigmocessed documents using the
semantic knowledge from Wikipedia. Although thegomsed methods need deeper evaluation,

they seem to surpress short-text documents limitatthat BOW model has.

Wikipedia database

What is missing an examination of how SNA can plevinsight into collaborative
knowledge construction when the authors are largeknown and inaccessible? In particular,
using an SNA approach to provide a method by wiieltan visualize the contributions of
unknown authors and draw conclusions about motixatitheir level of content knowledge, the
authority of the information they share, and therall legitimacy of the content. In other words,

we may be able develop an approach using SNA #rabe used to generate profiles of
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unknown contributors to a collaborative project asé those profiles to inform us regarding the
legitimacy of the content. In Wikipedia the anonyma@uthors of articles could be considered
from an SNA perspective. The relationships betwaghors and articles form their own nodes
and distances.

An article on Quantum Mechanics, for example, etigly closer to an article on
Einstein’s Theory of Relativity, by virtue of beifigm a related field of science, than it is to an
article on Biology, a different area of scienceanrarticle on Einstein himself (biography) or
any other non-science article. Authors can alssgagially related to other authors and articles.
Authors of the same article are very closely relaWe can reasonably expect that many authors
will contribute to more than one article and thredit contributions are also spatially related
(Korfiatis, Poulos, & Bokos, 2006). An author whantributes regularly to an article on
Quantum Mechanics may have a strong backgrounciense and may contribute to other
articles related to science. Contributions to samdrticles would be closer together spatially than
article contributions in disparate fields. An autegattern of contributions and their spatial
relatedness may be used to make inferences abauittlaor’'s level of knowledge and, by
extension, the overall authority and legitimacyaofarticle. In studies using SNA, the actors are
generally known or knowable to some degree ortherowvords, researchers usually have access
to actors and are able to question them directipdirectly. What has been less studied is
networks and relationships between actors whoaagely anonymous and known only by

pseudonyms and indirectly through the informatimeytexchange.
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Application of document classification:

1.

2.

spam filtering

compilation of online catalogs

selection of content

systems documentation

automatic abstracting (drawing annotations)

removing the ambiguity in the automatic translaidnexts
limiting the search in the search engines

definition of encoding and language of the text



Using Knowledge from Wikipedia 64

References

A. Huang, D. Milne, E. Frank and I. H. Witten, "Gtaring Documents using a
Wikipedia-based Concept Representation,” Procesdihthe 2008 Eighth IEEE
International Conference on Data Mining, pp. 839,82008.

B. Mann, "Annotation of special structures in astnmy," presented at Workshop
on Data Derivation and Provenance, Chicago, 1lEna002.

C. Goble, "Position statement: Musings on proveaanorkflow and annotations
for bioinformatics,” presented at Data provenaneevation workshop, 2002.

C. Pancerella, "Metadata in the Collaboratory fartMscale Chemical Science,"
presented at DC-2003: the 2003 Dublin Core ContereBeattle, Washington, 2003.

D. Ballou, R. Y. Wang, H. Pazer, and G. K. Tayi,dd&ling information
manufacturing systems to determine information pobdjuality,” Management Science,
vol. 44, pp. 462-84, 1998.

D. Lanter and R. Essinger, "User-centered graphisait interface design for
GIS," National Center for Geographic Informatiordamnalysis, UCSB 91-6, 1991.

D. Lanter, "Design of A Lineage-Based Meta-DatadBasr GIS," Cartography
and Geographic Information Systems, vol. 18, pp-261, 1991.

D. Pearson, "The Grid: Requirements for Establighive Provenance of Derived
Data," presented at Workshop on Data DerivationRumadenance, Chicago, lllinois,

2002.



Using Knowledge from Wikipedia 65

E. Gabrilovich and S. Markovitch, "Overcoming thetBeness Bottleneck using
Wikipedia: Enhancing Text Categorization with Eopedic Knowledge," Proceedings
of the Twenty-First National Conference on Artifitintelligence, pp. 1301-1306, 2006.

G. Alonso and A. El Abbadi, "Goose: Geographic obgiented support
environment,” presented at The ACM Workshop on Ades in Geographic Information
Systems, Arlington, Virginia, 1993.

G. Alonso and C. Hagen, "Geo-opera: Workflow cotedqr spatial processes,”
presented at 5th International Symposium on SpBatbases, Berlin, Germany, 1997.

J. Frew and R. Bose, "Earth System Science Workbeh®ata Management
Infrastructure for Earth Science Products," presgiat the 13th International Conference
on Scientific and Statistical Database Managentemtfax, VA, 2001.

J. Frew and R. Bose, "Lineage Issues for Scierfbéita and Information,”
presented at Data provenance/derivation worksha@i .2

J. L. Romeu, "Data Quality and Pedigree," AMPTIA@D%.

J. Myers, A. Chappell, M. Elder, A. Geist, and dhwidder, "Re-integrating the
Research Record," IEEE Computing in Science & Eegyimg, vol. 5, pp. 44-50, 2003.

J. Zhao, C. Goble, M. Greenwood, C. Wroe, and Bvéts, "Annotating,

Linking and Browsing Provenance Logs for e-Sciehpegsented at 2nd Intl Semantic
Web Conference (ISWC2003) Workshop on Retriev&@@éntific Data, Sanibel Island,
FL, 2003.

K. Stamm and R. Dube, "The Relationship of AttinaliComponents to Trust in

Media,” Communication Research, vol. 21, pp. 105;1394.



Using Knowledge from Wikipedia 66

L. Ding, P. Kolari, T. Finin, A. Joshi, Y. Peng,dM. Yesha, "On Homeland
Security and the Semantic Web: a Provenance arsd Aware Inference Framework,"
presented at AAAI Spring Symposium on Al Technodsgior Homeland Security,
Stanford University, CA, 2005.

M. Ceruti, S. Das, A. Ashenfelter, G. Raven, R.dk®y M. Sudit, G. Chen, and E.
Wright, "Pedigree Information for Enhanced Situatand Treat Assessment,” presented
at the 9th International Conference on Informataision (ICIF 2006), Florence, Italy,
2006.

M. Janik and K. Kochut, "Training-less Ontology-bdsText Categorization,"
presented at the Workshop on Exploiting Semanticotations in Information Retrieval
at the 30th European Conference on Informationi®etl, Glasgow, Scotland, 2008.

M. Janik and K. Kochut "Wikipedia in Action: Ont@eal Knowledge in Text
Categorization," presented at the 2008 IEEE Inte@nal Conference on In Semantic
Computing, pp. 268-275, Santa Clara, USA, 2008.

M. Greenwood, C. Goble, R. Stevens, J. Zhao, M.ig\dd. Marvin, L. Morea u,
and T. Oinn, "Provenance of e-Science ExperimeBtgperience from Bioinformatics,"
presented at UK e-Science All Hands Meeting, Ngttam, UK, 2003.

N. Prat and S. Madnick, "Evaluating and Aggregaiaga Believability across
Quality Sub-Dimensions and Data Lineage," preseat&lITS 2007, Montreal, Canada,
2007.

P. Buneman, S. Khanna, and C. T. Wang, "Why andr&Vi#eCharacterization
of Data Provenance," in Lecture Notes in Computéer®e, vol. 1973, V. V. Jan Van

den Bussche, Ed.: Springer, 2001.



Using Knowledge from Wikipedia 67

P. Buneman, S. Khanna, and W. C. Tan, "Data Prax@Ené&ome Basic Issues,"
presented at FSTTCS, New Delhi, India, 2000.

P. Wang and C. Domeniconi, "Building Semantic Késrier Text Classification
using Wikipedia," Proceedings of the 14th ACM SIGKIhternational conference on
Knowledge discovery and data mining, pp. 713-72% Yegas, USA, 2008.

R. Bose, "A Conceptual Framework for Composing lashaging Scientific Data
Lineage," presented at 14th International ConfezentScientific and Statistical
Database Management, 2002.

R. Cavanaugh, G. Graham, and M. Wilde, "SatisfyirggTax Collector: Using
Data Provenance as a way to audit data analysdigimEnergy Physics," presented at
Workshop on Data Derivation and Provenance, 2002.

R. Mihalcea and A. Csomai, "Wikify!: Linking Documts to Encyclopedic
Knowledge," CIKM '07 Proceedings of the sixteenttM conference on Conference on
information and knowledge management, pp. 233-2@Q7.

S. Ram and J. Liu, "W7 Model: an Ontological Moftel Capturing Data
Provenance Semantics," in Lecture Notes in Compdemce 4512, L. Wang and P.
Chen, Eds.: Springer, 2007.

W. Tan, "Research Problems in Data Provenance E IB&ta Engineering
Bulletin, vol. 27, pp. 45-52, 2004.

Y. Cui and J. Widom, "Lineage tracing for generafladwarehouse
transformation,” VLDB Journal, vol. 12, pp. 41-2803.

Y. Cui, J. Widom, and J. Wiener, "Tracing the Ligeaf View Data in a

Warehousing Environment,” ACM Trans. Database Syst. 25, pp. 179-227, 2000.



Using Knowledge from Wikipedia 68

Y. Simmhan, B. Plale, and D. Gannon, "A Survey afdDProvenance
Techniques,” Technical Report IUB-CS-TR618, Indiamaversity, 2005.
Y. Simmhan, B. Plale, and D. Gannon, "A Survey atdProvenance in e-

Science", ACM SIGMOD Record, vol. 34(3), Septem?@d5



