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When we talk about objects that exist in the real world, how differently
are they represented in our speech compared to their real properties as we
perceive them? Which entities have similar representations in our speech but are
completely different when it comes to life? In this project we want to investigate
how much the world depicted in the distributional space differs from the real
world. It was previously shown that the representations for colors of some
entities in our speech are modified according to Gricean maxims (Rawee, 2018).
Now we want to investigate these differences not only for the color subspace
but on a large scale. In addition, current research in the field suggests that one
semantic space can be mapped to another semantic space (Vecchi et al., 2011;
Herbelot and Vecchi, 2015). However, it may be the case that two spaces differ
too much, so a high quality mapping may not exist. Thus, in our research we
also want to investigate how well the linguistic distributional space is mapped
to the world space.

In order to perform such a comparison, we build a model representing the real
world from the Visual Genome dataset (Krishna et al., 2017), a large database of
images marked with objects, attributes, and relations. The language use space
is built from the English Wikipedia corpus, and the British National Corpus
(BNC). Exploration methods include nearest neighbor comparison and mapping
frequency lists between spaces. The comparison of spaces shows that there are
significant differences in concept representations between spaces, resulting in
semantic shifts for the majority concepts in the language.
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