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Abstract

Imagine a device that could listen to a speaker’s utterance
and—on the basis of the acoustic signal and without any vi-
sual input—display the shape of her vocal tract in real-time.
Among other applications, a language learner could use this
visual feedback to improve pronunciation. In such an ap-
plication, for speech inversion to be successful, the accuracy
of its acoustic-to-articulatory mappings is essential. Current
evaluation techniques are limited because they draw from ei-
ther generalized phonetic knowledge or older X-ray tracings
for a different speaker. The need for improved evaluation
techniques underlies the goal of the work presented here: to
draw from speaker-specific articulatory data, with a focus on
tongue shape and position. For acoustic input, we consider
a series of vowel-vowel sequences, the tongue movements for
which we collect by three-dimensional (3D) electromagnetic
articulography (EMA) from an adult male speaker of French.
To facilitate eventual comparison with predicted vocal tract
shapes from speech inversion, we need to express these 3D
EMA data in the same format as the inversion output: as
a series of 2D articulatory model parameters. We achieve
this through a series of linear algebra transformations, sup-
plemented by geometric speaker adaptation and numerical
analysis. Although variations in approach and a quantifiable
measure of fit remain as areas of further research, a visual
inspection of results suggests that we now have a reasonable
fitting technique in place.
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1 Introduction

A device that could listen to a speaker’s utterance and—on the basis of the
acoustic signal and without any visual input—could display the shape of
her vocal tract in real-time would have widespread applications. A learner
of French could use this visual feedback to improve vowel pronunciation
in words like tu and puce, a notorious hurdle for many native speakers of
English. Similarly, a patient undergoing remedial pronunciation training
after a stroke could benefit from such a technology. Artists in the anima-
tion industry could automate efforts to synchronize the movement of visible
speech articulators to an audio track. When the vocal tract configuration is
expressed in the form of just several articulatory parameters, speech inver-
sion could act as a form of low bit-rate encoding for a much more complex
speech signal. The excitement surrounding these applications and others
forms a large part of the motivation behind acoustic-to-articulatory speech
inversion.

Researchers seeking to someday develop speech inversion to this level of
promise face several challenges. Above all, inversion may not be possible for
all sounds of speech—and at the very least is more difficult for certain sound
classes [19]. Also, the mapping of acoustic properties of speech to vocal tract
shapes is not unique, where hundreds—perhaps approaching an infinity—of
different configurations produce the same speech signal [13]. Moreover, a
nonlinear relationship exists between deformation of the vocal tract during
speech and the amount of change in the acoustics: a small change in tongue
position in one region might result in a large change in the speech sound,
whereas a significant movement elsewhere might cause little or no change in
acoustics at all [19].

Even if these inherent challenges are overcome, for speech inversion to
be successful, the accuracy of its acoustic-to-articulatory mappings is essen-
tial. Robust evaluation techniques are currently underdeveloped and tend
to rely on (1) agreement between original and modelled acoustic data, or
(2) qualitative assessment of static vocal tract shapes [14]. This strong need
for improved evaluation techniques underlies the goal of the work presented
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here. Specifically, our aim is to contribute to the development of an evalu-
ation technique that draws from natural articulatory data, focusing on the
shape and position of the tongue. The scope of the acoustic input that we
consider for speech inversion is a subset of French vowels, namely /i/, /a/
and /u/.

An important stage in the direction of this work, but beyond its cur-
rent scope, is the direct comparison of inversion results to a corpus of
real-world vocal tract shapes registered over time—using the same speaker
and the same acoustic signal. With this eventual target in mind, we drew
from a corpus of recently collected speech articulator movements in three-
dimensional (3D) space, recorded by electromagnetic articulography (EMA)
from an adult male speaker of French.

To facilitate such an evaluation, we wish to represent these EMA data in
the same currency of output used by the existing speech inversion technique
at LORIA (Lorraine Institute for Computer Science and its Applications)
in Nancy, France. There, inversion uses a complex acoustic-to-articulatory
lookup table (a hypercube codebook) and a series of algorithms that reduce
the many possible shapes to a single best solution. This solution is expressed
in terms of articulatory parameters, based on the same two-dimensional (2D)
articulatory model that was used to build the codebook. Therefore, the
overarching goal of this project is to convert a set of EMA sensor positions
in 3D space to a corresponding set of model parameters.

Following our work, a general technique for fitting EMA tongue data to
Maeda’s articulatory model is now in place, although variations of certain
steps remain areas of further consideration. Examining the inclusion of
mouth parameters will be important, since we expect a better fit from the
additional data, and because we should take advantage of the 3D EMA data
we have collected from the mouth fleshpoints. At this point the approach
reviewed here is ready to proceed with preliminary comparisons to the results
of speech inversion—but awaits multiple refinements in method and tools
before being comfortably suitable for frequent and meaningful evaluation
efforts.
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2 Background

To optimally review a sufficient background for this work, we can iteratively
re-examine—at increasing levels of details—the principal chain of events
involved in speech inversion. In doing so, we should uncover the terms and
concepts that are most necessary.

2.1 Speech sounds as French vowels

We began this report by describing a simple progression from speech sound
to vocal tract shape via speech inversion. Let us first address the sounds of
speech and their corresponding vocal tract shapes by considering the three
cardinal vowels of French, /i, a, u/. Their selection is particularly useful
because they entail three articulatory extremes [3]. A phonetic description
of these vowels, in the context of all (non-nasal) French vowels, is shown in
Table 1.

Table 1: IPA symbols for French vowels

Vowel Description Example
/a/ open front unrounded vowel dame /dam/
/E/ open-mid front unrounded vowel faite /fEt/
/e/ close-mid front unrounded vowel ses /se/
/i/ close front unrounded vowel oui /wi/
/O/ open-mid back rounded vowel bottes /bOt/
/u/ close back rounded vowel tout /tu/
/y/ close front rounded vowel tu /ty/
/œ/ close-mid front rounded vowel neuf /nœf/
/ø/ open-mid front rounded vowel deux /dø/

2.2 Relevant speech anatomy

Before describing typical vocal tract shapes, a simple look at vocal tract
anatomy will equip us with a helpful vocabulary. Several articulators—the
parts of the vocal tract that participate dynamically in speech production—

10



2.3 Vowel production

Figure 1: A midsagittal illustration showing many of the anatomical land-
marks described in this report.

should already be familiar, such as the lips, tongue and jaw. Relevant regions
of the vocal tract include the oral and pharyngeal cavities, along with the
larynx, in which the vocal folds are found. Figure 1 illustrates the location of
these terms, as well as some anatomical landmarks used later in this report.

2.3 Vowel production

During vowel production, as a speaker exhales, her vocal folds rapidly break
the airstream into periodic puffs of air [3]. The complex pattern of this vi-
bration is repeated at a measurable rate called the fundamental frequency,
which the human ear perceives as pitch. Harmonic overtones are also pro-
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2.4 French vowels as vocal tract shapes

duced, providing additional sound energy at integral multiples of the funda-
mental frequency. These harmonics are filtered differently for certain sizes
and shapes of the vocal tract, resulting in resonance peaks at different fre-
quencies; each resonance peak is called a formant. The position and move-
ment of the speech articulators—such as the lips, jaw, tongue and pharynx—
determine the vocal tract geometry and thus influence the distribution of
vowel formants. Input to the speech inversion technique at LORIA (for vow-
els) involves the extraction of the first three formant frequencies, which are
sufficient for distinctly characterizing each vowel [12].

2.4 French vowels as vocal tract shapes

We now have a useful base for describing the relationship between vocal
tract configurations and the three cardinal vowels /i, a, u/. (Author’s note:
a significant portion of the three descriptions below draw their information
from [3], with input also from [12].)

2.4.1 Vowel /i/

During pronunciation of the first vowel, /i/, the oral cavity resonates at
relatively high frequencies corresponding to the second and third formants
(F2 and F3). To achieve this acoustic effect, the size of the oral cavity must
small. To create this small volume of air, a speaker can fill most of the
oral cavity with the tongue. At the same time, the pharynx grows larger
since the rear part of the tongue has moved up and forward, away from the
pharyngeal cavity. Lips are not protruded during /i/; indeed, they are often
spread.

2.4.2 Vowel /a/

The vowel /a/ provides an opportunity to discuss a phenomenon that is
important in this work—the compensatory effect of multiple articulators.
Here, two different strategies can generate the larger oral cavity and smaller
pharyngeal cavity that contribute to the acoustics of /a/. To reduce the
size of the oral cavity, a speaker can either (1) passively lower the jaw to
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2.5 Articulatory measurements

lower the tongue, or (2) actively lower the tongue by contracting an extrinsic
tongue muscle. A combination of both strategies is also possible. The re-
sulting configuration is a smaller pharyngeal cavity that resonates to higher
frequency harmonics (high F1) and an enlarged oral cavity that influences
a relatively low F2.

2.4.3 Vowel /u/

To create the vocal tract shape necessary for /u/, a speaker typically raises
the dorsum (rear) of the tongue toward the palate to a position much further
back than the one described for /i/. Like /i/, the effect of raising is an
increased pharyngeal cavity and therefore decreased F1. At the same time—
and quite the opposite of /i/—protrusion and rounding of the lips lengthen
the oral cavity, resulting in a lower F2. Again, compensatory effects are
possible: by lowering the larynx, the speaker can achieve the same effect as
lip rounding and protrusion.

Figure 2 shows a set of midsagittal MRI scans depicting typical config-
urations for the pair of vowels /i, u/.

2.5 Articulatory measurements

2.5.1 Imaging techniques

These descriptions of vocal tract configurations are the result of years of
data-driven observations and analyses in the speech research community.
Older data collection efforts tended to acquire midsagittal X-ray images,
which provide full-length tongue imaging (and possibly the whole vocal
tract) at relatively slow time resolutions. Safety concerns, however, regard-
ing exposure to ionizing radiation mean that old collections of images are
still in contemporary use [18][14], due to the absence of recent collection
efforts.

An alternative imaging technique includes magnetic resonance imaging
(MRI), which provides excellent spatial resolution and full-length imaging of
the vocal tract, but insufficient temporal resolution. Images are also taken
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2.5 Articulatory measurements

Figure 2: Midsagittal MRI images of the two indicated vowels. Note the
correspondence between the cavity areas in the images and their description
in the text.

along the midsagittal plane (2D), although the construction of static 3D
volumetric images is possible.

Ultrasound imaging is inexpensive and portable. It can provide reason-
able time resolution, as well as full-length visualization of the tongue, but
at decreased spatial resolution. The lack of an absolute spatial reference
introduces a significant challenge, although research is underway at LORIA
to use this technique to evaluate speech inversion.

A fourth approach to measuring the shape and position of speech ar-
ticulators is electromagnetic articulography (EMA), described in the next
section. In this present study, EMA forms the basis for collecting natural
vocal tract configurations over time. It offers excellent time resolution and
the latest articulograph models sample data over a 3D measurement space.

2.5.2 Electromagnetic articulography

Speech research and its applications often face the challenge of measuring
and visualizing movement within the vocal tract. Through a series of fixed
transmitters and carefully placed sensors, Electromagnetic Articulography
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2.5 Articulatory measurements

(EMA) allows the concurrent measurement of external articulators, such as
the lips and lower jaw, along with certain internal articulators, such as the
tongue tip, tongue body and—with more difficulty1—the velum. Movement
of the tongue root, the pharyngeal muscles and the larynx, meanwhile, re-
main beyond the reasonable placement of EMA sensors. As such, EMA
presents a useful tool for measuring lip, jaw and tongue position for French
vowels.

The most current articulograph model, the Carstens AG500, involves
12 electromagnetic receiver coils (sensors) and six transmitter coils. The
transmitter coils are fixed around a speaker’s head, creating a spherical
measurement area that is 300 mm in radius. Within this area, the speaker
can move freely, since the position of two or more head-placed reference
sensors allows later correction for head movement. The remaining sensors
(for a total of 12) can be placed on accessible speech articulators, such as
the lips, lower jaw and tongue. Figure 3 shows a subject sitting within the
measurement area of the AG500.

During operation of the articulograph, the six transmitter coils gener-
ate alternating electromagnetic fields, each with a specific frequency. In
response, an alternating current is induced in each of the 12 sensors. The
strength of the induced current is inversely proportional to (approximately)
the cubed distance between the transmitter and the receiving sensor [7].
From these measured current strengths—and since each transmitter emitted
a different frequency—software accompanying the AG500 can compute the
three-dimensional coordinates of each sensor’s position within the measure-
ment area, as well two angles of orientation (its tilt and yaw). The sampling
rate of these measurements is 200 Hz, with spatial resolution claimed to be
better than 1 mm [20].

An earlier EMA system, the Carstens AG100, while able to sample data
at 500 Hz, forced measurement along a midsagittal plane and therefore could
not track lateral movement of the tongue, nor determine lateral dimensions

1Hoole and Nguyen [8] suggest that sutures may be required to ensure reasonable
fixation of the electromagnetic sensors to the velum. On the other hand, Richmond [17]
includes the velum as a sensor position in his data.

15



2.5 Articulatory measurements

Figure 3: A speaker sitting within the measurement area of the Carstens
Articulograph AG500. A transmitter coil is encased within each of the six
coloured balls surrounding the subject (three to his front and three to his
rear). The receiver coils (sensors) are placed on different fleshpoints—in this
photo, most visibly above the nose bridge and on the mouth, but also on
the tongue. Each fleshpoint sensor is connected to the AG500 by a thin,
flexible filament.
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2.6 Maeda’s articulatory model

of the mouth opening. To facilitate this setup, the speaker’s head was nec-
essarily constrained within a helmet [21]. In contrast, the free movement
permitted by the AG500 provides improved speaker comfort and encourages
greater naturalness in her speech.

In a sense, EMA shares a similar goal with speech inversion: the visual-
ization of articulator movement during speech. Although the primary aim of
EMA involves measurement, recent research in speech pathology has investi-
gated the benefit of using EMA for visual feedback during remedial therapy
[11], [10]. To this end, a fully functioning speech inversion system could
serve as an inexpensive2, less invasive and less time-consuming approach to
recovering vocal tract configurations from a speaker. Meanwhile, as speech
inversion continues to develop toward its ultimate aim, EMA should offer a
way to measure the accuracy of inversion mappings—particularly with re-
spect to tongue position and shape. Establishing a procedure for such an
evaluation is the main purpose of this thesis work.

At this level of understanding, we can appreciate the central role of EMA
data in the current investigation. More complete technical descriptions of
the AG100 and AG500 can be found in [1], [20] and [21].

2.6 Maeda’s articulatory model

To generate its codebook mappings, the inversion approach at LORIA uses
an articulatory speech synthesizer (cf. [15]). This synthesizer is based on a
2D articulatory model, developed by Maeda [13]. An approximate transfor-
mation reconstructs the vocal tract in 3D space [2] (cited in [16]) to provide
a more realistic model of acoustic output.

2.6.1 Articulatory parameters

Maeda’s model describes the dynamic form of the vocal tract through a
weighted sum of seven articulatory parameters. These parameters were iso-
lated by guided principal component analysis (guided PCA) from hand-

2According to the manufacturer’s web site, as of December 2007, the catalog price for
the AG500 is just under 80,000 euros.
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2.6 Maeda’s articulatory model

drawn contours on a series of midsagittal X-ray images. The images were
taken in the 1970s, during the production of French vowels by an individ-
ual female speaker, PB. Each of Maeda’s parameters can vary between −3
and +3, a range that restricts the vocal tract configuration to most possible
shapes and thus avoids unrealistic and impossible forms. The approximate
direction of variation of these parameters is illustrated schematically in Fig-
ure 4. Together they account for more than 98% of the total variance in
speaker PB’s vocal tract shape during vowel production.

2.6.2 Maeda’s grid

In Maeda’s articulatory model, the shape of the vocal tract walls along the
midsagittal plane is represented by two contours, plotted against a semipolar
coordinate system. The origin (0, 0) of this system is aligned to a fixed point
on the lower jaw. Three subgrids, meanwhile, contribute to the overall
coordinate system: two Cartesian subgrids overlay the oral cavity and the
pharyngeal cavity (which also includes the upper laryngeal region); between
them, a polar grid is superimposed on the oropharyngeal region. Figure 5
illustrates these regions.

The spacing between each grid section depends on the region of the vocal
tract model and the speaker it represents. For the original female speaker,
gridlines in the two Cartesian zones area spaced 0.5 cm apart. In the polar
grid region, coordinate gridlines are drawn at 11◦ intervals about the origin.
For new speakers with different vocal tract dimensions, the original model
must be appropriately scaled in each of the three regions, as we will see
later.

With this composite coordinate system in place, the shape of the vocal
tract can be described by a set of two vectors. One vector contains the
coordinate values of the intersection points between the upper wall contour,
while the other vector contains those for the lower wall contour. Each vector
has a length of 31, corresponding to the total number of grid sections. The
stored values are the distances along each section that any intersection points
lie. In essence, these vectors describe the vocal tract shape, as it is sampled
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2.6 Maeda’s articulatory model

P1

P5

P6
P2

P3

P4

P7

Figure 4: Direction of variation for the seven parameters of Maeda’s artic-
ulatory model: P1 (jaw position), P2 (tongue body position), P3 (tongue
body shape), P4 (tongue tip position), P5 (lip opening), P6 (lip protrusion),
P7 (larynx height).
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2.6 Maeda’s articulatory model

Figure 5: The coordinate system of Maeda’s articulatory model. The up-
per region (red) corresponds to the oral cavity and the lower region (blue)
corresponds to the pharyngeal cavity (and includes the larynx). Both use
a Cartesian coordinate system. The middle grid (green), which follows a
polar coordinate system, is the oropharyngeal region. Grid section numbers
are indicated.
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2.7 Speech inversion using a hypercube codebook

at each coordinate gridline.

2.7 Speech inversion using a hypercube codebook

At an abstract level, acoustic-to-articulatory inversion can be described as a
technique that receives sound input from a speaker and, as output, predicts
the speaker’s vocal tract shape. To make such a prediction, the technique
refers to a complex look-up table or codebook, built by an existing articula-
tory speech synthesizer and based on an established 2D articulatory model
(Maeda’s model).

A challenge to recording these mappings, however, is the nonlinear rela-
tionship between articulatory movements and acoustic output: with certain
configurations, a very small change in articulator position can result in a
very large change in acoustics—and vice versa. The construction of the
codebook accounts for this property [15].

For the acoustic input, the inversion process receives a set of acoustic
properties (e.g., formant values for vowels) derived from the sound signal
and uses the codebook mappings to propose possible sets of corresponding
articulatory parameters. A Viterbi-like dynamic programming technique
constrains the best possible solution to a realistically smooth trajectory of
vocal tract shape over time (Figure 6). This final step is important because,
due to the compensatory effects of different speech articulators, different
vocal tract configurations can yield the same acoustics.

2.8 Research goal

If future research efforts are to meet the inherent challenges of speech in-
version, success will depend on an ability to measure the accuracy of the
acoustic-to-articulatory mappings. This strong need for improved evalua-
tion techniques underlies the goal of the work presented here. Specifically,
our aim is to contribute to the development of an evaluation technique that
draws from a test corpus of natural EMA data, focusing on the shape and
position of the tongue. The scope of the acoustic input that we consider for
speech inversion is a subset of French vowels, focusing mainly on /i, a, u/
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2.8 Research goal
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Figure 6: For a given articulatory parameter, a Viterbi-like dynamic pro-
gramming technique constrains the best possible solution to a realistically
smooth trajectory of vocal tract shape over time. (Plot taken from [15].)
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2.8 Research goal

(even though data were collected for all non-nasal vowels in French).
An important stage in the direction of this work, but beyond its current

scope, is the direct comparison of inversion results to a corpus of real-world
vocal tract shapes registered over time—using the same speaker and the
same acoustic signal. To facilitate such an evaluation, we need to represent
these EMA data in the same currency of output used by the existing speech
inversion technique at LORIA. This output, a proposed vocal tract config-
uration, is expressed in terms of articulatory parameters, based on Maeda’s
2D articulatory model. Therefore, the overarching goal of this project is to
convert a set of EMA sensor positions in 3D space to a corresponding set of
these model parameters.
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3 Method

3.1 Overview

The evaluation-by-EMA process begins with the collection of articulograph
data and the simultaneous recording of the speech signal. Software accom-
panying the Articulograph AG500 uses head reference points to correct for
overall head movement during speech. Next, extraction of the relevant 3D
coordinates occurs for each sensor at each time frame. Using two differ-
ent approaches, we calculate the midsagittal plane, which allows projection
of the 3D data onto a 2D coordinate space. Transformation of the data
into 2D space is necessary since Maeda’s articulatory model—on which the
speech inversion codebook at LORIA is built—assumes a 2D vocal tract.
Next, we adapt the model to the vocal tract dimensions of our speaker.
Once the real-world data is aligned with the model, we interpolate a cubic
spline through the tongue data points. The intersection points of this curve
with the coordinate grid of the articulatory model allow us to determine
the model parameters that correspond with the original speech articulation.
To obtain these parameters, we constrain them within the model’s allow-
able range and solve a system of equations by quadratic programming. The
solved model parameters effectively describe the vocal tract configuration
associated with the real-world articulograph data at each time frame. In
future work, we can evaluate our speech inversion technique by providing
it with the same acoustic input from the EMA recording session—and then
compare its output parameters with the previously determined parameters;
i.e., the parameters that we dervied from the EMA data. By measuring the
similarity of these sets of parameters—or indeed the similarity of the tongue
shapes they describe—we have a potentially useful measure of how well the
speech inversion technique predicts realistic vocal tract shapes.

3.2 Collection of 3D articulograph data

We begin with the collection of articulograph data for the lips, jaw and
tongue along with the simultaneous recording of the speech signal. Data
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3.2 Collection of 3D articulograph data

for this investigation benefited from a scheduled collection of EMA data at
LORIA for testing and developing algorithms and processing scripts. The
simultaneous audio recordings were sampled at a rate of 16 kHz.

Prior to the recording session, a square piece of silk (approximately 5 mm
× 5 mm) was glued to each sensor to increase its surface area. This step
aimed to improve the strength of each sensor’s attachment to our speaker’s
fleshpoints and thereby reduce the occurrence of sensor repositioning during
the session.

We identify our speaker as YL, an adult male who is a native speaker of
French. He had previous experience articulating speech sounds while being
measured by an articulograph.

Three of the 12 available sensors were employed as head reference points
on YL: one sensor was placed between the eyes (just above the nose bridge),
while the other two sensors were each placed behind each ear. The remaining
nine sensors were divided among the lips, jaw and tongue. Four sensors out-
lined the mouth opening: one at each corner, accompanied by sensors on the
upper and lower lips. To capture jaw movement, a single sensor was placed
on one of the lower central incisors, since gluing directly on a tooth—rather
than between two teeth—appeared to offer a stronger attachment. Four sen-
sors were carefully set along the midsagittal line of the tongue, beginning at
the rear with the tongue dorsum and followed in the anterior direction by
placement on the tongue body, the tongue blade and the tongue tip. In fact,
sensor attachment began with the tongue sensors, since these are arguably
the most difficult to attach. Figure 7 shows a schematic representation of
these sensor locations.

Data processing limitations of the AG500 require that the recording
session be divided into several parts, termed sweeps [5], which correspond
to separately numbered files of collected speech data. This division is in fact
convenient for organizing the reading of the corpus, since there was no goal
to collect more than two minutes of speech at a time. During the second
of 15 sweeps of speech data (i.e., sweep 0002), a series of 36 vowel-vowel
(VV) sequences was pronounced by speaker YL over an approximately 60-
second period. A mispronounced VV sequence was immediately repeated
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3.2 Collection of 3D articulograph data

Figure 7: Placement chart of the EMA receiver coils (sensors) on our
speaker. Pink dots show the four sensor locations on the mouth. Red
dots show the placement of the four tongue sensors. Gold dots indicate the
location of the head reference sensors: above the nose bridge, behind each
ear and on a lower central incisor.
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3.3 3D to 2D data transformation

if the speaker or the experimenter determined this necessity—for instance,
when a glottal stop was unintentionally introduced between the two target
vowels. Other criteria for repetition included situations where the speaker
did not quite produce the intended vowel or did not sustain it long enough.
Sweep 0002 contained four repeated corrections.

In our speech corpus, if we denote a VV sequence as V1V2, then V1

included the vowels /a, i, y, u/ and V2 included /E, e, i, O, o, u, y, œ, ø/.
Taken from sweep 0002, the 36 combinations of these two vowel sets (e.g.,
/aE, ae, ai, ..., uy, uœ, uø/) form the core set of speech data for developing
an evaluation-by-EMA protocol.

Aware that collected EMA data points would later need to be aligned
to an articulatory model, a second phase of the recording session involved
tracing the midsagittal contour of the palate. For this purpose, a sensor was
removed and glued to the end of a pen. Once in place, the speaker slowly
moved the pen-sensor along his palate from back to front. This procedure
was repeated four times, each in separate sweeps.

During a recording sweep, for each of the 12 sensors, the AG500 records
the electromagnetic amplitude associated with each of the six transmitter
coils. Software accompanying the articulograph, called CalcPos, uses these
six measurements to determine the sensor’s position in three-dimensional
space, as well as its two orientation angles [5]. (Effectively, CalcPos solves
for five unknowns from six equations.) Next, a Carstens software tool named
NormPos uses data for the three head reference points to generate a nor-
malization pattern and correct for head movement during speech [4].

A plot of the 3D data collected from our speaker for an instance in time
is shown in Figure 8.

3.3 3D to 2D data transformation

Recall that, for each time step, the output of the speech inversion method
at LORIA is a set of parameters from Maeda’s articulatory model. For the
collected EMA data to be useful in the context this 2D model, we therefore
need to transform the 3D positions of the lip, incisor and tongue sensors, so
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3.3 3D to 2D data transformation

Figure 8: A 3D plot of EMA sensor positions for speaker YL. The purple
triangles connected by the red line correspond to the four sensors place on
the tongue. The pink diamond outlines the mouth, while the yellow plot
illustrates an approximation of the midsagittal plane (as a yellow triangle),
calculated by using the midpoint between the sensors placed behind the ears
(a straight yellow line). In effect, we are looking at the front of the speaker,
but from slightly to his right.
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3.3 3D to 2D data transformation

Figure 9: A schematic illustration of the midsagittal projection. The vertical
line represents the midsagittal plane, seen from above.

that these nine points lie on the 2D midsagittal plane. By accomplishing this
task, we are one step closer to deriving the model parameters corresponding
to the measured EMA data.

Figure 9 shows a schematic illustration of projection of the four tongue
points onto the midsagittal plane. This data transformation involves the
projection of each data point onto a definition of the midsagittal plane in
3D space. An approach to obtaining this definition employs the seven sensors
already (approximately) on the midsagittal plane, as we will see in the next
section.

3.3.1 Defining the midsagittal plane

The four sensors on the tongue, the sensor on the lower incisor and the two
sensors on the upper and lower lips—these seven points already lie approx-
imately on the midsagittal plane of our speaker, with a certain amount of
deviation due to their manual placement. For an entire recording sweep
(over several thousand samples), we can apply principal component analysis
(PCA) to the 3D data points belonging to this set of seven sensors. By calcu-
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3.3 3D to 2D data transformation

lating the first two principal components, we obtain a pair of vectors that (in
the case of sweep 0002) describes 99.334% of the variance in these sensors’
positions. Some 83.696% of the variance is described by the first principle
component. Upon visual inspection, this vector appears to coincide with
motion along the anterior-posterior axis of our speaker. Meanwhile, the sec-
ond principle component describes 15.639% of variance, along the speaker’s
superior-inferior axis. A very small 0.66567% variance in the presumably
lateral-medial direction is described by a third and final principle compo-
nent, which we do not use.

For our recording sweep, we obtain the following two unit vectors from
this analysis, where u1 and u2 express the first two principal components:

u1 = (−0.89033, 0.11933, 0.43940) (1)

u2 = (−0.439190, 0.029491,−0.897910) (2)

By providing the appropriate 3D EMA data points as input, an existing
GNU Octave script from the LORIA Parole team generated these values.

3.3.2 Definition of a new x-axis and y-axis

At every time step, we wish to project the tongue data points onto the
midsagittal plane. This action is equivalent to a projection from the original
3D coordinate space (x, y, z) onto a new 2D coordinate space (x′, y′). We
can define this 2D space by a pair of orthogonal unit vectors. Using the
PCA approach, we can directly use the first two principal components u1

and u2 as our pair of unit vectors, since they are already normalized.

3.3.3 Projection onto the midsagittal plane

With our two unit vectors defining our speaker’s midsagittal plane, we can
proceed with the midsagittal projection. By calculating the inner product
between any articulator’s data point and these two vectors, we effectively
project each 3D data point onto the 2D midsagittal plane. If a data point
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3.3 3D to 2D data transformation

Figure 10: The resulting projection onto the 2D midsagittal plane, as shown
in an alignment tool developed in C/C++ for the purpose of this thesis work.
The four EMA data points corresponding to the four tongue sensors are
indicated as filled squares. For reference, the smaller triangle corresponds
to mouth area (upper lip, lower lip and a lip corner), while the larger triangle
defines the midsagittal plane via the sensors placed on the lower incisor, the
nose bridge and two sensors placed behind each ear (shown here as the
midpoint between these two points).

is originally P = (Px, Py, Pz), its projection on the x-axis and y-axis of the
midsagittal plane is, respectively,

Px′ = P · u1 = Pxu1x + Pyu1y + xPzu1z (3)

Py′ = P · u2 = Pyu2x + Pyu2y + xPzu2z (4)

where (Px′ , Py′) is the newly projected data point, expressed in a 2D coor-
dinate system.

To summarize, the result of this projection, when applied to the lip,
incisor and tongue points, is a description of these points in 2D coordinate
space, in the form of a slice along the midsagittal plane (see Figure 10). As
such, the transformed EMA data points lie in the same coordinate space
as Maeda’s 2D articulatory model. At this point, however, their relative
position is not yet aligned with the model grid, nor does the model match
the dimensions of our speaker YL.
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3.4 Speaker adaptation of the model

Figure 11: A screenshot of an existing software tool, Xarticul, developed at
LORIA—being used here to determine the scale factors for speaker YL.

3.4 Speaker adaptation of the model

Since Maeda’s articulatory model was based on data from an individual fe-
male speaker, we need to adapt the model’s geometric dimensions to our own
male speaker, YL. We achieve this match using a LORIA Speech software
tool, Xarticul, which superimposes the model grid onto a midsagittal MRI
image of YL (see Figure 11). Through a series of manual adjustments—
facilitated by sliders and other GUI controls—we visually match the shape
of the upper and lower walls of the model vocal tract to those of the MRI
image. For speaker YL, we achieve a good match with a mouth scale fac-
tor of 1.30 and a pharynx scale factor of 1.20, with respect to the model’s
original dimensions, for the cardinal vowels /i, a, u/.

3.5 Alignment to the model

The origin in the EMA coordinate system lies near the centre of the spher-
ical measurement area and does not necessarily match the origin of the
model grid. A subsequent step toward evaluation-by-EMA, therefore, in-
volves aligning the 2D data points of each sensor to the model’s coordinate
system, so that corresponding anatomical features are aligned (e.g, EMA
mouth opening to the model’s mouth opening). Before we explore two
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3.5 Alignment to the model

different methods of data alignment to this grid, we need to specify the
orientation of the model grid itself.

3.5.1 Orienting the model grid

Recall from the introduction that Maeda’s grid features three parts. The
2D space in the oral cavity and the pharyngeal cavity is modelled with two
separate Cartesian grids, whereas the oropharyngeal region in between is
modelled using a polar coordinate system. Since our EMA data collection
did not track any fleshpoints in the pharyngeal cavity, we can disregard this
region.

Prior to aligning the EMA data, we draw the model grid with its origin
at (0, 0). To avoid later data transformations in the oral cavity subgrid,
we allow its (horizontal) x-axis to coincide with the x-axis of our display.
Subsequent data plots and intersection points in this region can therefore
use its coordinate system directly.

The oropharyngeal region is a different matter, since its subgrid is polar.
When operating in this area, we need to perform a transformation from
Cartesian (x, y) coordinates to polar (r, φ) coordinates, where

r =
√
x2 + y2, φ = arctan(

y

x
) (5)

3.5.2 Palate trace alignment

For this approach, a software tool was developed in C/C++ using the
OpenGL Utility Toolkit (GLUT). For our particular recording session, the
2D projected data points from EMA needed to be reflected in the y-axis
(superior-anterior direction) so that the EMA data faced left—in the same
direction as the articulatory model. Once reflected, the first anterior point
in the EMA palate trace was automatically aligned with the first point in
the model palate contour. Subtle manual adjustments via a keyboard in-
terface permitted rotation of the palate trace until a reasonable match was
attained. Additional translations in the directions of the x-axis and y-axis
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3.6 Finding the intersection points

were also allowed. A manually fitted palate is shown in Figure 12

3.5.3 Alignment of the tongue scatter plot

A second approach to alignment avoids using the palate trace altogether.
Asterios Toutios developed a GNU Octave script to display the vocal tract
walls of the articulatory model. On this display, a scatter of data points are
plotted for all four tongue sensors over the entire recording sweep. Since
the early part of this sweep contained a series of vowel-consonant-vowel se-
quences, our recorded data contains instances of the tongue touching the
palate at both alveolar (anterior) and velar (posterior) locations. By assum-
ing that the tongue sensors do not pass through the palate, we can use the
extreme range of tongue sensor positions to visually align the EMA data
points within the model vocal tract walls. An interactive interface allows
the researcher, then, to repeatedly propose a translation and a rotation until
satisfactory alignment is reached (see Figure 13).

In both approaches, once alignment appeared to offer a sufficient match,
the rotation and translation involved were saved and subsequently applied
to all 2D EMA data points for all time frames. In this manner, all data
points are in alignment with the model’s coordinate system.

Due to an unresolved problem in the C/C++ code for the palate trace
method—related to model scaling and to implementation of quadratic pro-
gramming in a later step—the tongue scatter plot method is assumed for all
work described after this data alignment phase.

3.6 Finding the intersection points

Since the positions of the EMA tongue points do not necessarily fall on a grid
section of the articulatory model, we must interpolate between these points
and instead consider the intersection between the grid and the interpolating
curve. With the projected and aligned tongue points as input, a cubic spline
function from the publicly available GNU Scientific Library (GSL) allows us
to generate such a curve.

Now, because we oriented the oral cavity subgrid with the Cartesian
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3.6 Finding the intersection points

Figure 12: A screenshot from a software tool developed for palate trace
alignment. The red contour is the palate tracing and the purple contour is
the model’s palate. The mismatch in the velar region (soft palate, to the
right/rear) is not surprising, since this tissue can raise and lower, whereas
in Maeda’s model the velum is fixed to a single position.
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3.6 Finding the intersection points

Figure 13: Satisfactory alignment of the EMA tongue data from an entire
recording sweep that included extreme movements of tongue. The four green
clouds from the right correspond to the range of movement observed for the
four tongue sensors. The remaining three clouds to the left are for the lips
and lower incisor. Note that we do not allow any of the extreme tongue data
points to penetrate the palate.
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3.6 Finding the intersection points

coordinate system of the visual display, we can obtain the x-coordinate of
each intersection point in this region directly from the x-coordinate of each
grid section. To obtain the corresponding y-coordinate, we re-evaluate the
cubic spline for each of these values of x. For each section of the oral cavity
subgrid, we consider this y-value to be the value of interest.

In the oropharyngeal subgrid, which is not Cartesian but polar, we must
convert the Cartesian display coordinates (x, y) to a set of polar coordinates
(r, φ). The determination of intersection points in this space is less straight-
forward. To do so, we estimate them by least squares, beginning with the
Cartesian coordinates of an arbitrary point on the tongue curve and ending
with an estimated pair of polar coordinates.

Algorithm 1 Least squares algorithm customized to find the value r that
intersects the polar grid at angle φ.

1: S ← a cubic spline running through the four EMA tongue points
2: φ← angle for the current section of the polar subgrid
3: THRESHOLD ← 0.001
4: MAX ITERATIONS ← 1000
5: i← 0
6: d← 100.0
7: x← 0
8: while d > THRESHOLD and i < MAX ITERATIONS do
9: y ← evaluate spline(S, x)

10: x′ ← y
tan(φ)

11: d← (x′ − x)2

12: x← x′

13: i← i+ 1
14: end while
15: r ← x′

cos(φ)

As outlined in Algorithm 1, having already calculated a cubic spline for
the tongue points, we begin by setting a threshold to govern how close we
estimate our value for the polar radius r, given angle φ for the current polar
grid section. At this time, we also set the maximum number of iterations we
wish to run for each estimate. We arbitrarily set the initial square difference
to 100.0, a value greater than the threshold, and we choose 0 as an arbitrary
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3.7 Solving for the model parameters

initial value for x.

Next, we enter a loop, respecting the threshold and the iteration limit.
For each iteration, once we have calculated the y-value of the spline for
the current value of x, we then calculate a new value of x that lies on the
current section of the polar subgrid. Since our goal is to minimize the square
difference between these old and new values of x, we calculate this difference
before we both update our current x-value and increment the counter in
preparation for the next iteration.

Upon meeting the criteria for exiting the loop, we have a point x′ that
approximates an intersection between the tongue curve and the current sec-
tion of the polar grid. We can then transform this value to the corresponding
radius, r, since this region of the model operates in a polar coordinate sys-
tem.

We perform the above calculations for all model grid sections that are
intersected by the tongue spline. Typically, for a given time step, we collect
a series of four to seven intersection values, depending on the shape of the
tongue. A case where the EMA data led to seven intersection points is shown
in Figure 14. We next use these values to solve for the model parameters
that best match the current tongue spline.

3.7 Solving for the model parameters

3.7.1 Recapitulation

Before we step into the final task of solving the model parameters, a brief
review of the current situation is worthwhile. We have transformed the
positions of four tongue sensors from the 3D measurement space of the
AG500 articulograph into 2D space. This new coordinate system is consis-
tent with the dimensions of Maeda’s articulatory model—and both occur
on the speaker’s midsagittal plane. The model’s geometry, however, must
be adapted to that of our speaker. Our procedure also requires that we
align the EMA data to the orientation of the model’s grid. Once aligned,
we fit an interpolating curve between the four 2D tongue points. To express
the location of the tongue with respect to the model, we then calculate any
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3.7 Solving for the model parameters

Figure 14: A series of seven tongue intersection points with the model grid-
lines, with a cubic spline drawn between them. The origin of the model
coordinate system is at the centre of the figure, with coordinate sections
13–30 displayed. The speaker is facing left.

intersection points between the curve and each grid section.

3.7.2 Parameter estimation

Recall now that our aim is to generate a set of parameters for a version of
Maeda’s articulatory model that is adapted to our speaker YL. Ideally, at
every 5 ms, we want the configuration of the model vocal tract to match the
shape of YL when he was pronouncing each VV sequence. More realistically,
with only four data points describing his tongue shape and position, our aim
is to find the best model configuration for the three tongue parameters—
P2 (tongue body position), P3 (tongue body shape) and P4 (tongue tip
position)—as well as the closely linked jaw parameter, P1. We therefore
make no attempt to solve the remaining parameters—P5 (lip opening), P6

(lip protrusion) and P7 (larynx height)—other than to fix these values at
0.000.

For each EMA data sample (i.e., for each time step), we now have a set of
values where the tongue intersected (typically) four to seven sections of the
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3.7 Solving for the model parameters

model grid. For the illustration of our approach, let us assume a set of five
intersection values expressed as a column vector b. Given these points and
a matrix of loading factors (weights) A for Maeda’s model, we can solve for
the four tongue parameters P1, . . . , P4, represented by vector x. Returning
to the model equation introduced in the first chapter, we had

b = Ax (6)

which expands to


b1

b2
...
b5

 =


a1,1 a1,2 · · · a1,7

a2,1 a2,2 · · · a2,7

...
...

. . .
...

a5,1 a5,2 · · · a5,7


[
P1 P2 · · · P7

]
(7)

and, with P5 = P6 = P7 = 0.000,


b1

b2
...
b5

 =


a1,1 a1,2 a1,3 a1,4

a2,1 a2,2 a2,3 a2,4

...
...

...
...

a5,1 a5,2 a5,3 a5,4


[
P1 P2 P3 P4

]
(8)

Since we know b and A and want to solve for x, in effect we have a system of
five equations with four unknowns. We can determine these four parameter
values in x using a the quadratic programming function qp in GNU Octave’s
Octave-Forge library3. Using such a function, allows us to specify constraints
on the parameter values, which, following Maeda’s original model, enforce a
range between −3.000 and 3.000 for each parameter.

For every 5 ms in the recording sweep, we have obtained a value for the
jaw parameter and each of the three tongue parameters. Our next goal is
to visualize the effects of these parameters on the model itself.

3Freely available at http://octave.sourceforge.net.
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3.8 Generation of vocal tract shapes

Existing software tools in LORIA Speech accept Maeda’s model parameters
and scale factors as input, generating a corresponding vocal tract configura-
tion as output. We can, then, generate 2D midsagittal images of the model
for each 5-ms sample of EMA data. An appreciation of these images is im-
portant, since—due to compensatory effects—different parameter values can
result in very similar (if not the same) vocal tract configurations. In other
words, a direct examination of parameter trajectories over time is informa-
tive about the individual parameter, but potentially disregards a match in
the overall shape of the model. We therefore consider both perspectives
when assessing the the fit of the model to the EMA tongue curve.

3.9 Summary

We can summarize the approach to fitting an articulatory model with EMA
data as follows:

1. First, we collect the EMA data from this speaker.

2. Then we transform the 3D data into 2D data by performing a mid-
sagittal projection.

3. We adapt the articulatory model to our speaker’s dimensions. (Note:
this step can occur earlier.)

4. We align the 2D data to the coordinates of the model grid.

5. Then we draw a curve through the tongue points, so that we can find
the intersection points with the grid.

6. And finally, we solve for the model parameters.
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Figure 15: The change in value of P3 (tongue body shape) over time during
the vowel-vowel sequence /au/. The increase in parameter value corresponds
to an increase in tongue height. In the graph to the right, the y-axis is the
value of the model parameter (between –3 and +3) and the x-axis is time,
expressed in milliseconds.

4 Results

In many instances, a visual inspection of our results reveals a very close
match between the interpolated EMA data points on the tongue and the
fitted model curve. Model parameters sometimes adopt more extreme values
than might be expected, although this result could be explained by necessary
compensatory effects due to the fixing of the lip and larynx parameters to
default values.

4.1 Parameter results

As described in our procedure, we obtained parameter values over time for
different vowel-vowel sequences of French. With a focus on the tongue, we
solved directly for model parameters P2 (tongue body position), P3 (tongue
body shape) and P4 (tongue tip position). From these values, we inferred
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4.2 Vocal tract shapes

values for P1 (jaw position). We say infer for jaw position because the EMA
data used to determine parameter values P1 through P4 were tongue data
points only. (Recall that the sensor on the lower incisor was used only to cor-
rect for head movement and, in one of the alternative approaches for calculat-
ing the midsagittal plane.) Values for the remaining model parameters—P5
(lip opening), P6 (lip protrusion) and P7 (larynx height)—were fixed at 0.0.

For example, a result for Maeda’s third parameter, which describes the
shape of the tongue body, is depicted in Figure 15. For the vowel-vowel
sequence /au/, we see this parameter increasing during the transition from
/a/ to /u/. This observation corresponds to our phonetic knowledge: for
/au/ we expect the tongue to move from a low position to a high, back
position [12].

4.2 Vocal tract shapes

Examining the trajectories of individual parameters isn’t enough, however,
to qualitatively evaluate our fitting technique. To better see how well the
solved parameters correspond with the original articulatory data, we need to
examine the overall vocal tract shapes that correspond with these parame-
ters values. In this vein, Figure 16 shows a vocal tract shape for the sequence
/ia/. Here the black contours correspond to part of the articulatory model,
whereas the red curve is the spline between the EMA data points. In this
example, we see a very good fit, one that is typical of our other results.
(Beyond the tongue, however, the larynx configuration appears somewhat
unnatural.) Note the small oral cavity and the relatively large pharyngeal
cavity, as we expect given background knowledge in phonetics. That the
general dimensions of the model cavities match our expectations is encour-
aging, given that we have only solved for four of the seven parameters.

Following the previous image, Figure 17 shows an instance of our speaker
pronouncing /a/ in the second half of a /ia/ sequence. We again see a
reasonable fit between the the EMA data for the tongue and model curve.
Here, the oral cavity is enlarged and the pharyngeal cavity is restricted, as
we expect. We also observe a lower jaw position.
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4.2 Vocal tract shapes

Figure 16: An instance of our speaker pronouncing /i/ in the first half
of a /ia/ sequence. The black contours represent the model, whereas the
red contours represent the EMA data points and curve. The overall vocal
tract shape is an emergent result of the model, described largely by the
seven parameter values listed to the left. P1 is value for the inferred jaw
parameter, while P2 through P4 are the three tongue parameters. The
parameters for the lips (P5, P6) and larynx height (P7) are fixed at zero. In
Maeda’s model, all parameter values are constained between –3.0 and +3.0.
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Figure 17: An instance of our speaker pronouncing /a/ in the second half
of a /ia/ sequence.
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Figure 18: An instance of our speaker pronouncing /i/ in the first half of
a /ie/ sequence. Inspection of the original EMA data revealed that the
unrealistic shape of the red contour was due to an intermittent error during
the estimation of the sensors’ position within the electromagnetic field. Note,
however, that the model itself (the black contour) assumes a more realistic
tongue shape.

The following observation is not representative of our general results,
but we include it as an interesting finding. On one occasion, we observe
a very poor fit (Figure 18) due to an error in the EMA data recording,
as evidenced in the root mean square value for the original EMA data file
(calculated by software accompanying the articulograph). A positive aspect
of this particular example is that the model of the tongue appears to be
reasonably robust: in spite of the erroneous EMA data, the model contour
does not adopt its highly unrealistic position.

4.3 Summary of results

In summary, the observed parameter trajectories tend to match our gross
expectations from background knowledge in phonetics. We do observe some
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exaggerated articulator positions, especially for the inferred jaw parameter
but also in the region of the larynx. Meanwhile, a visual assessment of vocal
tract model shapes reveals a good fit between the EMA tongue data and the
articulatory model’s tongue contour. Similar to the exaggerated parameter
values, we find that regions of the model other than the tongue often appear
unrealistic. Finally, a positive finding is that the articulatory model appears
to be robust to transient noise in the EMA data.
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5 Discussion

5.1 Potential sources of error

Implementation of the approach to evaluation presented here revealed sev-
eral potential sources of error.

• We observed occasional articulograph error when calculating sensor
positions. However, such error is detectable through the root mean
square error values provided by the articulograph software, which al-
lowed us to avoid these data.

• The impact of the electromagnetic sensors and the presence of wires
has a potential impact on the naturalness of a speaker’s pronunciation.
Our speaker seemed to adapt over time, with obvious effects presence
only at the very beginning of the recording session. Research into
the use of EMA as visual feedback to remedial pronunciation training
suggests that only some speakers are affected in this way [9].

• The definition of the midsagittal plane may be one of our largest source
of error, although as a data-driven approach, using PCA seems elegant
and robust. We identified an alternative approach using the midpoint
between the ears, discussed later.

• Alignment of the EMA data with the model grid is a manual process—
whether we use a palate tracing or the tongue scatter plot approach—
and is likely another large source of error.

• Fixed parameters for the lips and larynx allowed us to focus on the
tongue (as a preliminary investigation), but enhance the compensatory
effect on these parameters. The shape and position of the model’s
tongue, therefore, is effectively encouraged to assume extreme values
to achieve cavity shapes and sizes that might otherwise be avoided by
protruding the lips or raising the larynx. As we will see in the section
on future work, however, incorporating lip data is a next step, as is
experimentation with the settings of the larynx parameter.
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Figure 19: A top view of the same configuration, illustrating the need for
projecting the tongue points onto the midsagittal plane.

• A 2D articulatory model assumes that any meaningful speech articu-
lations occur along the midsagittal plane. While this assumption may
hold for vowels (our focus), the model may present limitations to other
sound classes—especially laterals. Note, however, that this constraint
exist only in the model; the use of 3D EMA would remain appropriate
for collecting speech movements away from the midsagittal plane.

Finally, in addition to the goal of accommodating a 2D model, Figure 19
shows further motivation for midsagittal projection: a speaker’s vocal tract
configuration is not necessarily symmetric, nor is the tongue oriented per-
fectly along the midsagittal plane.
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5.2 Conclusion

A general technique for fitting EMA tongue data to Maeda’s articulatory
model is in place, although variations of certain steps remain areas of fur-
ther consideration. With just four EMA sensors, we obtained a fit between
model and data that, upon visual inspection, appears suitable for continued
research in this area. Examining the inclusion of mouth parameters will be
important, since we expect a better fit from the additional data, and because
we should take advantage of the 3D EMA data we have collected from the
mouth fleshpoints. At this point the approach reviewed here is ready to pro-
ceed with preliminary comparisons to the results of speech inversion—but
awaits multiple refinements in method and tools before being comfortably
suitable for frequent and meaningful evaluation efforts.

5.3 Future research

Many avenues for future efforts continue directly from the work presented
here. First and foremost, the current set of results for vowels /a, i, u/
warrant closer examination for both good and bad matches between the
EMA data and the fitted model. Analysis should include both a visual
examination of the dynamic vocal tract configurations, as well as a look
at the individual parameters themselves—being vigilant for any unrealistic
jumps in parameter values as they change over time. Extreme parameter
values and suspiciously constant values should also be on the watch list.

A report of elementary statistics (mean, variance, maxima, minima) for
each parameter would be useful to illuminate general trends and problem
areas4. An examination of maxima and minima, if we determine the fre-
quency at which they are reached (especially for values at the end of the
allowable parameter range), could be particular informative and could draw
our attention to certain articulatory contexts. To complement a statistical
analysis, we should process EMA data across multiple recordings, so that
we have multiple instances of each vowel-vowel sequence.

4In fact, these statistics have been compiled but have not been analyzed at the time of
writing.
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Including of the estimation of mouth parameters (lip opening and lip
protrusion) is an ongoing research area and we have preliminary results
that demonstrate the benefit of considering EMA mouth sensor data in our
attempt to improve our fit with Maeda’s model. Observing the effects of
different larynx parameters should also be considered, perhaps in concert
with lip protrusion, since both factors influence overall vocal tract length.

At certain points of the method workflow, we encountered different op-
tions. For instance, we could compare the two different grid alignment
techniques (palate trace and tongue scatter plot), since this step potentially
contributes a significant source of error. A variation in procedure also exists
for defining the midsagittal plane: at one point, we tried using a triad of
reference points that included the midpoint between the two ear sensors.
Revisiting this approach would allow us to compare its worth versus the
chosen PCA-based method to the midsagittal plane definition.

On more than one instance, the fit model appears to robust to clear
errors in the calculated EMA sensor positions. This area too deserves more
attention.

Above all, we desire a quantitative measure of the difference between
the EMA tongue curve and the tongue contour of the fitted model over
time. A calculation involving root mean squares or the determination of
the geometric area between curves might serve as good measures in this
regard. Then, we could examine other French vowels (for which the fitted
parameters have already been generated) and different phonetic contexts.
Division of each vowel-vowel sequence into stable and transition zones has
been done and awaits analysis.

5.4 Closing remarks

An approach to the evaluation of speech inversion—one that relies on real-
world articulatory data—will help determine the accuracy of speech inver-
sion techniques and indeed whether speech inversion is possible for all speech
sounds. The extent to which speech inversion is possible will, in turn, de-
termine which applications can benefit from acoustic-to-articulatory predic-
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tions. For instance, a low bit-rate encoding technique may require that
speech inversion be possible for all speech sounds (unless one selectively en-
codes only the parts of the signal that can encoded). On the other hand,
pronunciation training or retraining could still receive significant benefit
from a restricted set of sound classes (e.g., vowels or fricatives), provided
that the goal is to improve the articulation of sounds within these classes.
For animators, partial predictions of lip, jaw or tongue movements could still
reduce the amount of manual work necessary to animate speech articulators.

By definition, an accurate speech inversion technique would provide a
predictive model for acoustic-to-articulatory mapping in humans. An in-
teresting follow-up question—one that delves into motor theories of speech
perception (cf., [6])—might be the following: to what extent would a working
implementation of speech inversion provide a working model of the relation-
ship between speech acoustics and its articulatory basis?
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